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Preface 

The Computational Methods in Systems Biology (CMSB) workshop series was 
established in 2003 by Corrado Priami. The purpose of the workshop series is to help 
catalyze the convergence between computer scientists interested in language design, 
concurrency theory, software engineering or program verification, and physicists, 
mathematicians and biologists interested in the systems-level understanding of 
cellular processes. Systems biology was perceived as being increasingly in search of 
sophisticated modeling frameworks whether for representing and processing system-
level dynamics or for model analysis, comparison and refinement. One has here a 
clear-cut case of a must-explore field of application for the formal methods developed 
in computer science in the last decade. 

This proceedings consists of papers from the CMSB 2003 workshop. A good third 
of the 24 papers published here have a distinct formal methods origin; we take this as 
a confirmation that a synergy is building that will help solidify CMSB as a forum for 
cross-community exchange, thereby opening new theoretical avenues and making the 
field less of a potential application and more of a real one. Publication in Springer's 
new Lecture Notes in Bioinformatics (LNBI) offers particular visibility and impact, 
which we gratefully acknowledge. 

Our keynote speakers, Alfonso Valencia and Trey Ideker, gave challenging and 
somewhat humbling lectures: they made it clear that strong applications to systems 
biology are still some way ahead. We thank them all the more for accepting the 
invitation to speak and for the clarity and excitement they brought to the conference. 
We also wish to thank René Thomas for his keynote lecture on recent mathematical 
advances in the qualitative analysis of genetic regulation networks. As one can tell 
from the proceedings, his work has inspired many recent applications of formal 
methods to the engineering of biological models. 

We are glad to take here the opportunity to express our gratitude to the members 
of the program committee and to the referees for their effort in the paper selection 
process and for their willingness to participate in the open-minded debate needed 
given the interdisciplinary nature of the area of computational systems biology. We 
would also like to thank the authors for their interest in the workshop and for their 
high-quality submissions and communications. 

Finally, we wish to extend our warmest thanks to Monique Meugnier, Catherine 
Sarlande and Serge Smidtas for their invaluable help in organizing the workshop, and 
to the participating institutions, Genoscope, Genopole, CNRS, University of Paris 7, 
and the BioPathways Consortium, which provided financial support. 

Conference web-site: http://www.biopathways.org/CMSB04/ 
 

Vincent Danos  
Vincent Schachter 
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An Explicit Upper Bound for the
Approximation Ratio of the Maximum Gene

Regulatory Network Problem

Sergio Pozzi1, Gianluca Della Vedova2, and Giancarlo Mauri1

1 DISCo, Univ. Milano-Bicocca
2 Dip. Statistica, Univ. Milano-Bicocca

sergio.pozzi@disco.unimib.it

{giancarlo.mauri, gianluca.dellavedova}@unimib.it

Abstract. One of the combinatorial models for the biological problem of
inferring gene regulation networks is the Maximum Gene Regulatory
Network Problem, shortly MGRN, proposed in [2]. The problem is
NP-hard [2], consequently the attention has shifted towards approxima-
tion algorithms, leading to a polynomial-time 1/2-approximation algo-
rithm [2], while no upper bound on the possible approximation ratio was
previously known.

In this paper we make a first step towards closing the gap between the
best known and the best possible approximation factors, by showing that
no polynomial-time approximation algorithm can have a factor better
than 1 − 1/8

1+e2 unless RP=NP.

1 Introduction

The completion of the Human Genome project [9, 3] has only given more impor-
tance to the problem of determining the processes regulating the methabolism
of living beings. The knowledge of all genetic sequences of an organism is just
the first necessary step in understanding which of these sequences determine how
those sequences are actually related to the phenotypes, as it is commonly believed
that the dynamics of a living organism is determined throught some complicated
and orchestrated interactions between thousands of genes and their products.

A Gene Network can be thought of as a set of molecular components such as
genes, proteins and other molecules, interacting to collectively carry out some
cellular functions. The advent of DNA microarray technology has led to easily
obtaining huge amount of data regarding various aspects of cellular behavior,
making possible to identify the interactions occuring among the various elements
of a genetic system. Anyway the amount of data does not imply that the overall
quality of data is sufficient to understand the various interaction, in fact these
data are actually insufficient in granularity to uniquely determine the underlying
network of interactions. Building the complex causal gene network of a genetic
system on the basis of these sampled data is then a tipical inference and reverse
engineering task.

V. Danos and V. Schachter (Eds.): CMSB 2004, LNBI 3082, pp. 1–8, 2005.
c© Springer-Verlag Berlin Heidelberg 2005



2 S. Pozzi, G. Della Vedova, and G. Mauri

A number of different gene network models have been proposed in literature,
each of them resorting to some simplifying assumptions either of biological or
computational nature. In this paper we will study the boolean network models,
where the state of each gene can be only dicotomic, that is active or not active.
This model was already recognized to give a valid description of a genetic system
in [7]. Boolean models are rich enough to represent interesting interactions among
elements and, even if they are sometimes too simplistic [6], they allow to analyze
briefly more complex systems. Actually this fact does not detract to the result
of our paper, as we will show that a certain formulation of the gene network
inference problem cannot be approximated efficiently, and this inapproximability
result is very likely to be extended to more refined models.

In [1] modeling genes as boolean switches has allowed to study the problem
of reverse engineering the gene networks by devising experiments in which, these
switches are strategically manipulated (turned on and off) and then observing
the behavior of the whole system. The main limit of this model is that the
number of experiments that have to be performed in order to reconstruct a gene
network of bounded in-degree D over n genes is Ω

(
nD

)
. In an other boolean GN

model [5], the causal relations among network elements is derived on the basis of
the mutual information among them. In our paper we will analyze a particular
boolean model introduced in [2]. As will be explained in Sect. 2, this model is
based on a simple combinatorial description with some biological evidence.

In [2], the problem of determining the causal relations among network ele-
ments has been proved to be NP-hard, consequently there has been much at-
tention to designing approximation algorithms for the problem. The best known
result in such direction is the 1/2-approximation algorithm of [2] (in this paper
the approximation ratio of an algorithm is an upper bound of the ratio between
the value of the approximate solution and the value of an optimal solution).

In this paper a first inapproximability result for the gene network inference
problem based on this model is derived, by showing that it is unlikely that
there exists an efficient approximation algorithm that can guarantee to obtain a
1 − (1/8)

1+e2 ratio.
Our paper is organized as follows: initially we will present formally the

MGRN problem, together with some known approximability results.
Successively we will give a probabilistic reduction from instances of

MaxE3Sat to MGRN ones. This reduction uses a previuolsy known reduc-
tion from instances of MaxE3Sat to instances of MaxE3Sat-B, originally
proposed by Trevisan [8]. Our reduction extends the Trevisan reduction to the
MGRN problem. We will conclude the paper by showing that a consequence
of our reduction is that no polynomial-time approximation algorithm for the
MGRN problem with approximation ratio 1− 1/8

1+e2 can exist, unless RP=NP.

2 The Maximum Gene Regulatory Problem

A Genetic Network in which an element can only activate or inhibit other ele-
ments, can be viewed as a directed graph in which the nodes represent the genes
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and arcs represent the interactions between genes. Moreover each arc (v, w) is
labeled by A or I, according to the fact the gene represented by v activates or
inhibits the activity of the gene represented by w. Such graphs can be built
using experiments data relative to gene expression dynamics [2]. In order to sug-
gest the causal genetic network on the basis of the edge labeled directed graph,
activating/inhibiting edges representing spurious interactions must be deleted.
The task of deleting spurious interactions has to be done with the following
constraints:

– A gene (a node on the graph) cannot be both of activating and inhibiting
type.

– The number of genes that are controlled (that is vertices that have both
A-labeled and I-labeled incoming arcs) must be maximized.

Both kinds of constraints find their justification in biological evidence and con-
sistency with the parsimonious principle. As a final result of these two guiding as-
sumptions a combinatorial optimization problem on graphs has been defined in [2]

Problem 1. Maximum Gene Regulation Problem (shortly MGRN). The
instance is a directed graph G = (V,E), where each arc is labeled by either A
or I. The goal is assigning to each vertex a label that is either A or I, so that,
after deleting all arcs (v, w) with label different from that of v, the number of
controlled vertices is maximized.

It is hopeless to devise efficient exact algorithm for the MGRN problem, since
the problem is NP-hard, even for directed acyclic graphs of constant in/out-
degree [2]. For this reason in the last few years the attention has been turned
into finding efficient approximate solutions, showing that the solution having
at least one half of the optimal number of controlled vertices, can be found
in polynomial time [2], but it was not previously known if a polynomial-time
approximation scheme (PTAS) was possible for such problem.

In our paper we will settle the question, by proving that it is not possible
to describe a polynomial-time approximation algorithm with guaranteed ratio
strictly better than 1 − 1/8

1+e2 , unless RP=NP.

3 A Better Reduction

In [2] it has been proved that MGRN is NP-hard. Here we will show a new
reduction from MaxE3Sat-B to MGRN; our reduction is stronger, since it
allows to prove a better inapproximation results.

The reduction associates to an instance of MaxE3Sat-B an instance of
MGRN as follows: for each clause Ci we have a clause gadget consisting of two
vertices C1

i , C2
i and the A-labeled arc from C1

i to C2
i . For each variable xi we

have the variable gadget consisting of two vertices xT
i , xF

i and no arc. If the total
number of variables is n, then we have also �n/2� assignment gadgets, each gadget
is made of 2(B + 1) vertices, half of which are labeled red and half are labeled
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blue. For 1 ≤ i ≤ �n/2� all vertices xT
2i−1, xF

2i−1, xT
2i, xF

2i have an outgoing arc to
each of the vertices of the i-th assignment gadgets. More precisely all red vertices
have A-labeled arcs incoming from xT

2i−1 and xF
2i−1 and I-labeled arcs incoming

from xT
2i and xF

2i, while all blue vertices have I-labeled arcs incoming from xT
2i−1

and xF
2i−1 and A-labeled arcs incoming from xT

2i and xF
2i. An assignment gadget

and the two corresponding vertex gadgets are represented in Fig. 1.

xT
2i−1 xF

2i−1

xF
2i xT

2i

Fig. 1. Example of vertex and assignment gadget, red vertices are represented by

squares and blue vertices by triangles. A-labeled edges in solid lines, I-labeled edges in

dashed lines

Actually there is a minor problem if the number of variables is odd. In this
case the last assignment gadget is different, as three variables are connected to
it, as shown in Fig. 2.

The reduction can now be completed with the encoding of each clause Ci =
x

αi1
i1

∨ x
αi2
i2

∨ x
αi3
i3

, where each exponent αij
is equal to T or F, according to

the fact that the corresponding variable is or is not negated in the clause. For
each clause Ci there are three I-labeled arcs incoming in C2

i and outgoing from
vertex gadgets associated to the vertices appearing in the clause, more precisely
the arcs are outgoing from the actual vertices encoding the variable and the fact
that the variable is or is not negated in the formula. Formally for each clause
Ci = x

αi1
i1

∨x
αi2
i2

∨x
αi3
i3

there are the three arcs (xαi1
i1

, C2
i ), (xαi2

i2
, C2

i ), (xαi3
i3

, C2
i ).

In Fig.3 is represented an example of encoding.
In the following of the paper we will denote with F an instance of MaxE3Sat-

B and with G the instance of MGRN that is associated to F with the reduction
we have just described. Moreover we will denote with opt(F ) and opt(G) re-
spectively the maximum number of clauses of F that are satisfiable by a single
assignment and the optimum of the instance G.

The following lemma is the foundation of our inapproximability result.

Let F be an instance of the MaxE3Sat-B problem with nB boolean
variables and mB clauses, and let G be the instance of MGRN that is associated
to F . Then it is possible to associate to any solution of F with value x a solution
of G of value nB(B +1)+x. Vice versa it is possible to associate to any solution
of G of value nB(B + 1) + x a solution of F of value at least x.

Lemma 3 1..
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V1
1

V1
2

V2
1V2

2

V3
1

V3
2

V

V

V

V

V

V 1

1

2

2

3

3

Fig. 2. Three variables connected to an assignment gadget with B = 2. A-labeled edges

in solid lines, I-labeled edges in dashed lines

xF
1 xT

1 xF
2 xT

2 xF
3 xT

3

C1
1

C2
1

I I I

A

Fig. 3. Encoding of the clause C1 = x1 ∨ x2 ∨ ¬x3

Proof. Initially assume we have a solution of F . Please notice that the vertices
that are relevant in computing the value of the solution are the vertices which
have both A-labeled and I-labeled arcs and, by construction, the only such ver-
tices are the assignment vertices and the vertices C2

j .
Without loss of generality we can assume that all assignment vertices must

be controlled. In fact if all assignment vertices of two certain variable xi are
not controlled and i is odd, then we obtain a better solution by A-labeling xT

i ,
xT

i+1 and I-labeling xF
i , xF

i+1 (if i is even, then we have to A-label xT
i , xT

i−1 and
I-label xF

i , xF
i−1). Now all 2B + 2 assignment vertices of xi are now controlled,

but we do not know how many of the 2B clause gadgets to which xi and xi+1 are
connected are controlled. In the worst case they all were controlled before the
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modification, and now none of them is controlled. Anyway after the modification
the total number of controlled is increased by at least two, so the new solution
is better than the previous one.

Now we can assume that all assignment vertices are controlled. This condition
is equivalent to say that, for each odd i, exactly one of xT

i and xF
i is A-labeled

and exactly one of xT
i+1 and xF

i+1 is A-labeled, which can be shown by trying all
possibilities.

Since exactly one of xT
i and xF

i is A-labeled, we can assume that the labeling
encodes a truth assignment, that is xi is true if and only if xT

i is A-labeled. By
construction each vertex C2

j is controlled if and only if at least one of the variable
vertices to which it is connected is A-labeled, which in turn means that the
assignment of corresponding variables makes the clause Cj true. Consequently
the number of vertices C2

j that are controlled is exactly x, where x is equal to
the number of clauses that are satisfiable.

Now we are able to prove the second part of the lemma. Assume that we have
a solution of G with value nB(B + 1) + x. Then, just as for the first part of the
proof, it is immediate to obtain a solution of F with value at least x.

An immediate corollary of Lemma 3 1 is that if the instance F of MaxE3Sat-
B is satisfiable, then the instance G of MGRN has optimum nB(B + 1) + mB .

4 An Explicit Upper Bound

The starting point of our reduction is the Maximum Exact 3-Satisfiability
(MaxE3Sat) problem, where the instance is a boolean formula where each
clause contains exactly 3 literals. For such problem some strong inapproxima-
bility results are known; in fact H̊astad [4] has proved that for every δ > 0, it is
NP-hard to distinguish a satisfiable instance of MaxE3Sat from an instance
where at most 7/8+ δ of the clauses can be simultaneously satisfied; we will call
such problem a gapped version of MaxE3Sat.

Bulding upon the last result by H̊astad, Trevisan [8] has devised a stochastic
reduction from an instance I of MaxE3Sat to an instance F of MaxE3Sat-B,
that is in F each literal appears in at most B clasuses. In the following we will
denote by I, F and G respectively an instance of MaxE3Sat, MaxE3Sat-
B and MGRN. Morever we will denote by n, m respectively the number of
variables and of clauses of I, by nB , mB respectively the number of variables
and of clauses of F . Consequently the maximum number of vertices of G that
might be controlled is (B + 1)nB + mB . The probabilistic reduction of [8] has
the following properties:

1. if I is satisfiable then F is satisfiable;
2. for any sufficiently large B, then with probability at least 3/4 − o (1) over

the random choices made in the construction of F , if there is an assignment
that satisfies at least a fraction 7/8 + 5/

√
B of the clauses of F , then there

is an assignment that satisfies at least a fraction 7/8 + 1/
√

B of the clauses
of I; furthermore mB >

(
B
e2 − 4

)
nB .

.
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Following the same ideas of [8], we will give a probabilistic reduction from in-
stances of MaxE3Sat to instances of MGRN. Our reduction is actually a com-
position of the reduction in [8] (i.e. a reduction from MaxE3Sat to MaxE3Sat-
B) and the reduction proposed in Sect. 4 (i.e. a reduction from MaxE3Sat-B
to MGRN). Now we are ready to prove the fundamental feature of the our
probabilistic reduction from MaxE3Sat to MGRN.

Lemma 4 1. Let I be an instance of MaxE3Sat with n variables and m clauses,
and let G be instance of MGRN associated to I by our reduction. Then for suf-
ficiently large B and with probability at least 3/4−o(1), if there is a label assign-

ment to the vertices of G such that at least

(
1 −

1
8− 5√

B

1+
(B+1)e2

(B−4e2)

)
((B + 1)nB + mB)

vertices are actually controlled, then at least
(
7/8 + 1/

√
B

)
m clauses of I can

be satisfied.

Proof. Let I be an instance of MaxE3Sat and let us suppose there exists
a label assignment a to vertices of G such that its measure m (a) is at least(

1 −
1
8− 5√

B

1+
(B+1)e2

(B−4e2)

)
((B + 1)nB + mB), then mB >

(
B
e2 − 4

)
nB with probability

at least 3/4 − o (1). Consequently

m(a) ≥
(

1 −
1
8 − 5√

B

1 + e2(B+1)
B−4e2

)
((B + 1) nB + mB) >

>

(
1 −

1
8 − 5√

B

1 + (B + 1) nB

mB

)
((B + 1) nB + mB) =

=

⎛
⎝1 −

(
1
8 − 5√

B

)
mB

mB + (B + 1) nB

⎞
⎠ ((B + 1) nB + mB) =

= mb + (B + 1)nB − 1
8
mB +

5√
B

mB = (B + 1) nB +
(

7
8

+
5√
B

)
mB

By Lemma 3 1 there exists a solution of F satisfying at least (7/8+5/
√

B)mB

clauses. Applying the second property of the reduction in [8], there exists (with
probability at least 3/4−o(1)) a solution of I satisfying at least (7/8+1/

√
B)m

clauses.

The following corollary is our main contribution.

Corollary 4 2. For any δ > 0, it is not possibile to approximate the MGRN

problem within a factor 1 − 1/8
1+e2 + δ, unless NP=RP.

Proof. First notice that it is not possible to approximate the MGRN prob-

lem within a factor 1 −
1
8− 5√

B

1+
(B+1)e2

(B−4e2)

unless NP=RP. Otherwise we could solve

.

.

.
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the gapped version MaxE3Sat with a polynomial-time probabilistic algorithm.
In fact let I be an instance of such gapped version, and let G be the in-
stance of MGRN associated to I. If the solution returned by the approxima-

tion algorithm has value more than

(
1 −

1
8− 5√

B

1+
(B+1)e2

(B−4e2)

)
((B + 1)nB + mB) then,

by Lemma 4 1, with probability 3/4 − o(1), I is a satisfiable instance of gapped
MaxE3Sat. Otherwise the solution returned by the algorithm has value at most(

1 −
1
8− 5√

B

1+
(B+1)e2

(B−4e2)

)
((B + 1)nB + mB) consequently, with probability 1, at most a

fraction 7/8 + δ of the clauses are satisfied, hence we would have an algorithm
in RPfor the gapped version of MaxE3Sat. This would imply that NP=RP.

Without loss of generality we can restrict our interest only to large values of

B. Since limB→∞ 1 −
1
8− 5√

B

1+
(B+1)e2

(B−4e2)

= 1 − 1/8
1+e2 , for any δ > 0 taking a sufficiently

large B completes the proof.
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Abstract. This paper presents a biologically inspired algorithm to con-
trol an autonomous robot tracking a target. The algorithm is designed
to mimic the behavior of a human neutrophil, a type of white blood cell
that travels to sites of infection and digests bacterial antagonists. Neu-
trophils are known to be highly sensitive to low levels of chemical stimuli,
robust to noise, and are capable navigating unknown terrain, all qualities
that would be desired in an autonomous robot. In this paper we model a
neutrophil as a collaborative control system, demonstrate the robustness
of this algorithm, and suggest a computationally cheap method of imple-
mentation. Our simulations show that the performance of the robot is
unaffected by constant disturbances and it is robust to random noise lev-
els up to 5 times the tracking signal. Additionally, we demonstrate that
this algorithm, as well the current models of neutrophil chemotaxis, are
equivalent to a sensor fusion problem that optimizes directional sensing
in the presence of noise.

1 Introduction

This paper presents a collaborative control algorithm based on the behavior of
a neutrophil, a class of white blood cell. Created in the bone marrow, these
cells passively travel through the blood stream, until they sense the chemical
traces of an invading bacteria. At this point, they leave the blood stream, crawl
through the endothelial cells to the site of infection and digest the intruder.
Figure 1 shows a neutrophil about to digest a bacterium [11]. The ability of a
neutrophil to move up a chemical gradient is referred to as chemotaxis. While
this behavior is remarkable it is believed that the underlying mechanisms are
simple, that is, there is not a high level algorithm or form of intelligence within
the cell. It is more likely that there is a combination of simple controls [5][9].
Despite this assumed simplicity, it is believed that through the evolutionary
process these cells have been optimized for their task [9]. This optimal design
is what we attempt to reproduce here. The main contributions of this paper
are 1.) we extend the work of Goldberg and Chen [2] by deriving a relationship
for the performance/robustness tradeoff that was hinted at in their analysis
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Fig. 1. A Neutrophil tracking a bacterium [11], and a schematic diagram of a trans-

membrane receptor

of collaborative control systems 2.) we show that current neutrophil sensing
models are a special case of an optimal sensor fusion problem 3.) we suggest
a computationally fast method for implementing this algorithm. Before going
into our analysis and simulations, we review some of the observed behavior in
neutrophils and collaborative control and elucidate how the two relate.

1.1 Neutrophil Review

This section presents a simplified view of the neutrophil sensory and actuation
system. Trans-membrane receptors are evenly distributed around the periphery
of the cell: their function is to transmit information from the environment to
within the cell [8]. When a receptor binds to a signalling chemical it will initi-
ate a series of chemical reactions that instruct the cell to move in the direction
of the activated receptor. Figure 1 shows a schematic diagram of a transmem-
brane receptor with a bound chemical stimulus. Since there are many receptors
(around 10,000) there is a competition as to which direction to move. This com-
petition results in a net motion towards the target since the receptors reading
the strongest signal (hence closer to the target) will “pull” harder than recep-
tors reading a weaker signal. This sort of sensing scheme can be thought of as
a vector sum: the true signal is proportional to the sum of the sensed signal at
each receptor times its normal vector.

We hypothesize that this vector sum approach to signal evaluation makes the
cell robust to noise. For example, if the chemical concentration is constant than
each receptor detects the same signal, and each pulls with same force; therefore
the cell will have no net motion. This is consistent with what is observed in the
cell– it will only respond to a chemical gradient [13] [14]. Therefore a cell can
adapt to any constant level of chemical stimulus and similarly, it is able to reject
any constant noise or bias in its environment or sensing pathways. In the case of
non-deterministic noise, there will not be perfect noise rejection, but one would
expect some filtering or partial noise subtraction. This point was explored with
our model.

In addition to noise-robustness, neutrophils have been observed to be very
sensitive to changes in chemical stimulus. In fact, it has been shown that they
respond to chemical gradients as low as a 2% difference across their length [3]
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[14]. This has led many investigators to conclude that there must be some in-
ternal amplification within the cell. One hypothesis in that there is receptor
coactivation, which means that when one receptor becomes active it sequesters
important signalling chemicals towards its neighbors, thus making them more
sensitive. The net effect of receptor coactivation is to make the up-gradient re-
ceptors more sensitive then the down-gradient receptors, which some authors
refer to as “frontness” and “backness”, respectively.

1.2 Collaborative Control Review

In collaborative control systems multiple sources share control of a single robot
[2]. A source is an element that relates information about the environment and
current state of the robot with the robot’s objective and produces a control
output. Sources can take many forms. The robot can be controlled by multiple
sensors (sensor fusion), control processes (subsumption) or human operators.
Essentially, collaborative control is an average control based on many sources
trying to accomplish the same task. In fact, this is where we see the principle
advantage: in a noisy environment the average control will be better than a
single control. This advantage arises from the Central Limit Theorem and good
engineering sense: multiple measurements will give you a better approximation
of the “true signal” [2].

1.3 The Connection

We assume that the cell’s ability to detect the direction of a chemical gradient
arises from the collaboration of its receptors. Each receptor measures the signal
and tries to move the cell in its normal direction. The sum of these controls results
in the motion of the cell. As discussed above this “vector sum” methodology will
be immune to constant noise. Furthermore, in our simulations we show that
while it cannot completely reject random noise, it is able to track and pursue
a target in the presence of high noise to signal ratios. We also demonstrate the
advantages of source coactivation, which we formulate as an optimal direction
sensing problem.

2 Related Work

The study of neutrophil chemotaxis is an active field, yet much about this system
remains unknown. Current work focuses on understanding the chemical reactions
that relate external stimulus to motion. This is important in understanding and
preventing cancer metastasis as well as for engineering drugs that will cause an
optimal immune response. The fundamental work on chemotaxis was done by
Sally Zigmond in the 1970’s [13] and an excellent review of recent work can be
found in [14]. Current models of receptor coactivation and its relationship to
signal amplification can be found in [3] [4]. The connection between neutrophil
chemotaxis and cancer is discussed in [8] and good introductory papers on using
engineering approaches in biology are [5] [9].
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Much of the inspiration for this work came from Goldberg and Chen’s anal-
ysis of collaborative control systems [2]. This paper is an excellent introduction
to the field and formalizes a measure of robustness due to failing sources. Gerkey
[1] attempted to refute the results of Goldberg and Chen, but their results were
inconclusive. After careful examination of both papers, it is apparent that their
disagreement stems from a misunderstanding of Goldberg and Chen’s perfor-
mance metric. Specifically, Goldberg’s metric did not take into account the speed
of the robot, where the robot in [1] traveled at a constant velocity.

3 Results

This section analyzes the robustness and performance properties of collabora-
tive control systems. We first consider a system similar to that of Goldberg and
Chen [2] and extend their work by formulating the robustness property that was
hinted at in their paper. Next we derive a robustness/performance relationship
for a collaborative control system by recasting the problem as a constrained
optimization. Finally we show that our formulation of the collaborative control
problem can be related to current neutrophil models. This relationship is impor-
tant for two reasons: our robustness/performance analysis applies to neutrophils
(this has not been shown in the literature) and second, the neutrophil models
provide us with a computationally cheaper algorithm then our optimization.

3.1 Noise Robustness in Distributed Sensing Systems

Derivation. Figure 2 shows a schematic diagram of our proposed system. A
robot of unit diameter has N sources distributed around its periphery (dark
circles in the figure). Each source senses the local concentration of the surround-
ing chemical field. The outputs of the individual sensors are then combined (eg,
averaged) and sent to the robot’s actuators.

Fig. 2. Schematic diagram of simulation: A circular robot combines the input from its

N sensor into a single signal that is then sent an actuator
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We start by defining the output of each individual sensor, si:

si = (gi + νi)−→ni (1)
νi ∼ N (m, σ) (2)

where gi is the chemoattractant concentration, νi is sensor noise, −→ni is the out-
ward pointing normal vector at the ithsensor. We assume that the noise on each
sensor, νi is an independent normally distributed random variable with mean m
and variance σ (equation 2). Our problem to combine the sensors readings so
that that our robot moves in the correct direction. A simple and obvious scheme
is to add the sensor readings; the resulting vector, −→s , gives the direction and
magnitude of the sensed signal. That is:

−→s =
N∑

i=1

(gi + νi)−→ni (3)

=
N∑

i=1

gi
−→ni +

N
2∑

i=1

ξi
−→ni (4)

ξi ∼ N (0, 2σ) (5)

For large N equations 4 and 5 become:

lim
N→∞

−→s = ∇g + μ (6)

μ ∼ N

([
0
0

]
, πσI2

)
(7)

where I2 is the two dimensional identity matrix. Equations 6 and 7 show that
for many sensors, −→s approximates the gradient of the external field plus a zero
mean gaussian noise process. This is significant because it shows that the vector
sum of the sensors will cancel out any constant disturbances. In this sense,
our collaborative control strategy acts as a high-pass filter. We now show the
effectiveness of this control strategy with simulations.

Simulation. Our simulation consists of a circular robot with unit radius moving
in a linear chemical gradient. The task of the robot is to move 10 units up-
gradient (the positive y-direction) of its starting point, and its performance P
is measured by the ratio of the minimum path length, Lmin, to its total path
length, L. That is,

P =
Lmin

L
(8)

The signal the robots senses is described by equation 3, where g linearly increases
in the y-direction with unity slope. At each time step, the robot calculates −→s and
then moves in that direction 1 unit. Clearly, any deviation from a straight path
will decrease the value of P. Figure 3 shows the performance of the algorithm
described by equation 3 for various levels sensor noise. The noise added to each
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Fig. 3. Performance degradation as a function of random noise-to-signal ratio (NSR)

for the algorithm described in equation 3. The red dashed line is taken from 300

experiments and the solid blue line a polynomial fit to the data

sensor is νi ∼ N
(
0, NSR2

)
. Remarkably, the robot is able to reliably accomplish

its task (although with diminishing performance)until the NSR ≈ 4. At this
point, the robot is no longer able to distinguish between sensor noise and the
true signal and therefore its motion appears brownian.

3.2 Improving Performance

While the algorithm presented above proved to be robust, it is also very
conservative– it equally weights the signal from each sensor even though some
will have a better NSR then others. In particular, the up-gradient sensors will
have have a lower NSR then the down-gradient sensors and therefore they should
contribute more to the estimated signal. So instead of taking a vector-sum of
the sensor readings, we propose taking a weighted average, where the weighting
will be a function of the NSR.

Derivation. We begin by defining our signal s and weighting vector w ∈ R
N

s = wT (g + ν) (9)
N∑

i=1

wi = 1 (10)

where g, ν ∈ R
N are the detected signal and noise vectors, respectively. (We

have dropped the vector notation for s and will now assume that we are in polar
coordinates with the origin at the cell’s center.) Our new problem is to choose w
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such that we maximize the detected signal in the correct direction. We formulate
this optimization as

ŵ = arg max
w

(E [s]2 − var(s)) (11)

The first term on the right in equation 11 causes w to be high near sensors
receiving a high signal, and the second term penalizes the objective function
when the variance in the noise is high. Therefore, if there is high uncertainty in
the sensor reading then second term in equation 11 prevents the weighting of
noisy sensors.

After some manipulation, equation 11 can be put in the following quadratic
form:

ŵ = arg max
w

(wT Aw) (12)

A = ggT − σIN (13)
σ = NSR2 (14)

This can be solved analytically with the Lagrange Dual Function.

ŵ = A−1λe (15)

λ =
1

eT R−1e
(16)

where e ∈ R
N is a vector of ones. However this formulation allows for negative

values of wi because A is sign indefinite. This is not useful for our application
so we solve equation 12 numerically with the added constraint wi ≥ 0.
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Fig. 4. Polarity vector w as noise variance, σ, increased from 1 → 300
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Simulation Figure 4 shows how the weighting vector w changes with increasing
noise level, σ = 1 → 300 (the values are evenly spaced on a log scale), and g is a
linear gradient with unity slope. For small σ, w heavily weights the sensors near
the highest value of g and as σ increases, w weights the sensors evenly.
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Fig. 5. Performance degradation as function of random noise-to-signal ratio (NSR) for

the algorithm described in equations 10 and 12. The red dashed line is taken from 300

experiments and the solid blue line a polynomial fit to the data
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We tested this new algorithm using the same simulation strategy as in sec-
tion 3.1, except that at each time step w is recalculated. Figure 5 shows the
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performance of this algorithm with increasing NSR. In this case w was calcu-
lated assuming σ = 16 so that the algorithm would be robust to NSR = 4.
Comparing figures 3 and 5 shows that our new algorithm improved performance
for NSR = 1 → 4 and that it did not fail until after NSR ≈ 5. When we opti-
mized for NSR ≥ 10, which results in a “flat” w, the performance of the system
was similar to 3, and when we optimized for NSR < 10 all of our results looked
very similar to figure 5.

In addition to improving noise robustness, the asymmetric weighting of the
sensors amplifies the detected signal. We define amplification as the ratio of s
from equation 10 to the slope of the gradient (in this case the slope is one).
Figure 6 quantifies the signal amplification for different w vectors, where w is
parameterized by the noise variance σ. As would be expected from equation 10,
a highly asymmetric w will give a higher amplification since up-gradient sensors
make a larger contribution to s, and as σ → ∞ the amplification will go to
one. Our performance simulations did not include the effect of the amplification
since the speed of the cell was held constant. This was done so that we could
directly assess the effect of w on direction sensing and not on the speed of
the robot. However, we include the results of figure 6 to demonstrate that the
signal amplification discussed in [13] and [14] could come from the weighted
collaboration of the cell’s sensors.

3.3 Connection to Neutrophil Models

In the formulation above we showed that the preferential weighting of sensors
leads to increased performance and noise robustness of a gradient sensing robot.
The models of [3], [10], and [7] describe the dynamics and asymmetric distribu-
tion of PH (Pleckstrin Homology) proteins in chemotaxing Eukaryotes (specif-
ically neutrophils and Dictyostelium discoideum). The PH proteins accumulate
at the front or up-gradient region of the cell membrane and it is thought that
this makes the front more sensitive to chemical stimuli then the back. Their
models differ in how this asymmetry of proteins evolve and how the dynamics
relate to the known biochemistry. However, their models are similar in that when
presented with a temporarily stable gradient the distribution of PH proteins is
similar to our calculated w vector (with slight modification to their parameters
we can make them equivalent). Therefore the performance and robustness re-
sults of our algorithm can be directly applied to their models. In this sense, their
models are a special case of our optimal sensing formulation.

Additionally, this similarity leads to a novel way of implementing our algo-
rithm on an autonomous robot. Instead of computing the optimal w vector at
each time point, we can design a circuit for each sensor that mimics these neu-
trophil models. For example, each sensor could be given the following dynamics:

dai

dt
= gi − kaa (17)

dbi

dt
= ksgi − kbb (18)
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Fig. 7. Schematic diagram of proposed circuit for computing wi

dwi

dt
= ai − 1

N

N∑
i=1

bi − kwwi (19)

Equation 19 describes how the the weight, wi, on each sensor changes as a
function of a and b. We refer to a as the “activator” dynamics– ai increases with
increasing gi which in turn increases wi. We refer to b as the “global inhibitor”– it
subtracts off the mean value of the received signal for all wi. The interplay of the
activator and global inhibitor leads to an asymmetric distribution of wi’s. The
constants, kx, are design variables that will affect the dynamics and distribution
of w. This method of sensor weighting can be implemented in hardware with
7 op-amps (3 integrators and 4 gains) per sensor and one summing circuit (for
computing the mean). Figure 7 shows the configuration of this circuit. Clearly
this will be a much faster method of computing w then by solving the quadratic
optimization problem.

4 Conclusions and Future Work

This paper has presented and analyzed a biologically inspired algorithm for col-
laborative control. We have evaluated the algorithm’s performance and noise
robustness and have suggested how to implement the algorithm with hardware.
We have also shown how current neutrophil models are similar to our formula-
tion, which suggests that neutrophils are robust to noise in their signaling path-
way. Our next task will be to evaluate how the dynamics of w and the resulting
amplification effect the performance of a robot in an obstacle field. Preliminary
results show that if w has fast dynamics (that is, can quickly redistribute) the
robot is better at avoiding obstacles but it is more sensitive to noise.
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Università di Trento, Italy

Abstract. This paper presents binders and operators, in the process
calculi tradition, to reason about biological interactions.

Special binders are added to wrap a process just as membranes en-
close some living matter and hence to mimick biological interfaces. A
few operators are then added to the pi-calculus kernel to describe the
dynamics of those interfaces.

1 Introduction

The literature on the formal specifications of living entities and their behaviour
offers a number of descriptive examples in terms of either ‘general purpose’ pro-
cess calculi (biochemical stochastic π-calculus [11, 9], CCS-R [4]) or ad hoc calculi
whose definitions were intentionally and directly driven by some phenomena ob-
served in life science (BioAmbients [10], Brane Calculi [3], Formal Molecular
Biology [5, 6]).

Both approaches have their advantages and drawbacks. CCS [7], the π-
calculus [8, 12], and all the calculi derived from them have a usually well-un-
derstood mathematical theory, and a number of associated tools for verification
and analysis. On the other hand, w.r.t. the final goal of giving compact (if not
graphical) representations of biological interactions, all these calculi suffer from
being too much low-level. We mean by low-level that it is not possible to provide
explicit representations or specifications of wrappers, membranes, enclosing sur-
faces, shapes, etc., while each of these elements is a main ingredient of the living
matter (e.g., the nucleus of a cell is a distinct portion of it, cells are distinct and
well-defined parts of a tissue, etc.). Modulo restriction or hiding operators, both
CCS and π-calculus processes are just flat compositions of parallel subcompo-
nents, and when analizying the evolution of any process it can become extremely
hard to identify the derivatives of sub-parts of it.

The calculi directly born for formal biological reasoning take a quite different
point of view. Their formal theory is less investigated than those for CCS or
the π-calculus (at least for chronological reasons). They provide means to model
‘borders’ and hierarchies of entities, and usually come equipped with appealing
graphical representations to identify elements at a simple glance.

� This work has been partially supported by the FIRB project “Modelli formali per
Sistemi Biochimici”.
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In this work we follow yet another approach. Our principal aim is to break
down the user-driven coordination of interaction, and to enable promiscuity of
communication. We believe this step be due to eventually provide predictive
modeling, namely the possibility of describing either, e.g., the evolutionary be-
haviour of biological entities, or just inferring systems models from incomplete
information. The final goal of this research direction is to set up a probabilis-
tic/stochastic model for reasoning about the behaviour of biological entities.
The binders and operators we introduce in this paper represent the possible
non-deterministic kernel of such a model. Here we describe some primitives to
be added to a π-calculus-like process calculus to specify biological phenomena
with (as much as possible) ease of notation, while retaining (most of) the expres-
siveness of general-purpose calculi for concurrency, and giving non-determinism
a first-citizen role throughout.

A special class of binders, called beta binders, are introduced and used to
model processes encapsulated into boxes with interaction capabilities. To keep
the formalism as simple as possible, we forbid nesting of boxes. Processes inside
boxes (at least as a first approximation) can be thought of as standard π-calculus
processes. Boxes (π-processes prefixed by beta binders) are called bio-processes.
The following is a graphical representation of a system composed by two parallel
bio-processes, each with one single site.

x(y).P1 | xz.P ′
1

x : Γ

uw.P2 | P ′
2

u : Δ

(1)

The pairs x : Γ and u : Δ indicate the sites through which each box may interact
with the external world. The components Γ and Δ, to be thought of as the types
of the two sites, denote the interaction capabilities at x and u, respectively. More
specifically, Γ and Δ are sets of names giving a compact and parametric view of
the corresponding interfaces.

The pi-processes enclosed into boxes can evolve independently from each
other and from the external world. For example the system in (1) may move to
the following system after the occurrence of an internal communication on x in
the leftmost box.

P1{z/y} | P ′
1

x : Γ

uw.P2 | P ′
2

u : Δ

(2)

Moreover, the boxes in (1) may interact through the sites x and u under the
proviso that Γ and Δ are not disjoint. Taking, e.g., Γ = {a, b}, the intuition
behind the typing x : Γ is that the process x(y).P1 | xz.P ′

1 enclosed in the
leftmost box may interact with either a box which exposes an a-typed site or a
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box offering a b-typed site. So, for instance, if Γ and Δ share a common element,
the system drawn in (1) can evolve into the following one.

P1{w/y} | xz.P ′
1

x : Γ

P2 | P ′
2

u : Δ

(3)

The above example shows how data (the name w) may flow from one biologi-
cal entity (the rightmost box) to another through the appropriate sites (x and u).

Besides using intra- and inter-actions (as in (2) and (3), respectively), the
evolution of boxes is described by a limited number of macro-operations: add a
site to an interface; hide one of the sites of the interface; unhide a site that has
been previously hidden; join two boxes together; and split a box in two.

Adding, hiding and unhiding sites have a fundamental role in modelling the
dynamics of box interfaces and hence, e.g., the functional dependency of the
interaction capabilities of biological components on their particular shape or
folding.

The join and split operations, that actually have to do with the evolution
of box structure rather than with the dynamics of interfaces, are described in a
parametric way. In this case, as it was done for other modeling choices we made,
we prefer to leave the description as undetermined as possible, to accomodate
possible distinct instances of the same macro-behaviour.

Synopsis. In the next section we introduce the syntax and the semantics of the
formal model. In Section 3 we run the model over the abstract specification of a
virus attack. The following section collects considerations about the way the pre-
sented formalism could be used to model some interesting issues for the research
community in systems biology. Among them: bi-directional communication; ex-
plicit handling of the quantity of energy possessed by biological entities; affinity;
explicit reasoning about interactions of unknown type. Section 5 concludes the
presentation with some final remarks.

2 Beta Binders and Bio-processes

This section presents the syntax and the semantics of the binders and operators
introduced to model biological interactions.

2.1 Syntax

The formalism we use is much inspired by the π-calculus. For full details about
it the interested reader is referred to [8, 12]. We just recall that the π-calculus is
a calculus of names: names are the media and the values of communication. Here
we take the same point of view, and, as in the π-calculus, assume the existence
of a countably infinite set N of names (ranged over by lower-case letters).
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Definition 1. An elementary beta binder has either the form β(x : Γ ) or the
form βh(x : Γ ), where

1. the name x is the subject of the beta binder, and
2. Γ is the type of x. It is a non-empty set of names such that x /∈ Γ .

Intuitively, the elementary beta binder β(x : Γ ) is used to denote an active
(potentially interacting) site of the box. Binders like βh(x : Γ ) denote sites which
have been hidden to forbid further interactions through them.

Definition 2. Composite beta binders are generated by the following grammar:

B ::= β(x : Γ ) | βh(x : Γ ) | β(x : Γ )B | βh(x : Γ )B

A composite beta binder is said to be well-formed when the subjects of its elemen-
tary components are all distinct. We let well-formed beta binders be ranged over
by B,B1,B2, . . . ,B

′, . . ..
The set of the subjects of all the elementary beta binders in B is denoted by

sub(B), and we write B = B1B2 to mean that B is the beta binder given by
the juxtaposition of B1 and B2.

Also, the metavariables B∗,B∗
1,B

∗
2, . . . stay for either a well-formed beta

binder or the empty string. The above notation for the subject function and for
juxtaposition is extended to these metavariables in the natural way.

Processes encapsulated into boxes (ranged over by capital letters distinct
from B) are given by the following syntax.

P ::= nil | x(w).P | xy.P | P | P | νy P | ! P |
expose(x, Γ ) .P | hide(x) .P | unhide(x) .P

For simplicity, despite the difference w.r.t. the usual π-calculus syntax, we refer to
the processes generated by the above grammar as to pi-processes. The deadlocked
process nil, input and output prefixes (x(w).P and xy.P , respectively), parallel
composition (P | P ), restriction (νy P ), and the bang operator (!) have exactly
the same meaning as in the π-calculus.

The expose, hide, and unhide prefixes are intended for changing the external
interface of boxes and their intuitive meaning is best given after the formal
definition of bio-processes.

Bio-processes (ranged over by B,B1, . . . , B
′, . . .) are generated by the follow-

ing grammar:

B ::= Nil | B[ P ] | B ‖ B

Nil denotes the deadlocked bio-process and is the neutral element of the parallel
composition of bio-processes, written B ‖ B. But for Nil, the simplest form of
bio-process is given by a pi-process encapsulated into a beta binder (B[ P ]).

To any bio-process consisting of n parallel components corresponds a simple
graphical notation, given by n distinct boxes, one per parallel component. Each
box contains a pi-process and has as many sites (hidden or not) as the number
of elementary beta binders in the composite binder. As an example, the box
corresponding to the bio-process β(x : Γ )βh(y : Δ) [ P ] is drawn below.
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P

x : Γ (y : Δ)h

The position of the two sites along the perimeter of the box is irrelevant, just
as the relative positions of β(x : Γ ) and βh(y : Δ) in β(x : Γ ) βh(y : Δ) [ P ],
which will be let to be structurally congruent to βh(y : Δ) β(x : Γ ) [ P ]. For
similar reasons, the relative position of the boxes corresponding to the parallel
subcomponents of a bio-process is irrelavant.

We can now comment on the newly introduced operators for pi-processes. The
prefix expose(x, Γ ) .P calls for adding a new site of type Γ to the box containing
the pi-process. To meet the requirement of beta binder well-formedness, the
name of the added site has to be fresh w.r.t. the already existing sites. The
prefix hide(x) .P (unhide(x) .P , resp.) reads as a request to hide (unhide, resp.)
the site x of the enclosing box.

The single other issue we want to mention here about the special prefixes
expose(x, Γ ), hide(x), and unhide(x) is relevant for name substitutions. Neither
hide(x) nor unhide(x) acts as a binder for x, while the occurrence of the prefix
expose(x, Γ ) in the pi-process expose(x, Γ ) .P is a binder for x in P . Substitution
of names for names over the extended pi-processes considered above is then
defined as a mere extension of the usual π-calculus substitution.

Notice that name substitution may affect the Γ type declared in expose pre-
fixes. Hence name substitution is a simple way to change the specificity of a
certain (still to be exposed) site. A more general way of modifying interface
types will be commented later on.

2.2 Semantics

The semantics of bio-processes is given in the chemical style [2], in terms of a
reduction relation which in turn uses a structural congruence relation.

The definition of the reduction relation uses both a structural congruence
over bio-processes and a structural congruence over pi-processes. We overload
the same symbol to denote both of them, and let the context disambiguate the
intended congruence.

Definition 3. Structural congruence over pi-processes, denoted ≡, is the small-
est relation which satisfies the laws in Table 1(a). Structural congruence over
bio-processes, denoted ≡, is the smallest relation which satisfies the laws in Ta-
ble 1(b) where β̂ ranges over {β,βh}.

The laws of structural congruence over pi-process are the typical π-calculus
axioms. The following holds of the laws over bio-processes.

– The first axiom states that the structural congruence of pi-processes is re-
flected at the upper level as congruence of bio-processes.
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Table 1. Laws for structural congruence

P1 ≡ P2 provided P1 is an α-converse of P2

P1 | (P2 | P3) ≡ (P1 | P2) | P3

P1 | P2 ≡ P2 | P1

P | nil ≡ P

Pi-processes νz νw P ≡ νw νz P (a)

νz nil ≡ nil

νz (P1 | P2) ≡ P1 | νz P2 provided z �∈ fn(P1)

! P ≡ P | ! P

B[ P1 ] ≡ B[ P2 ] provided P1 ≡ P2

B1 ‖ (B2 ‖ B3) ≡ (B1 ‖ B2) ‖ B3

B1 ‖ B2 ≡ B2 ‖ B1

Bio-processes B ‖ Nil ≡ B (b)

B1B2[ P ] ≡ B2B1[ P ]
B∗β̂(x : Γ )[ P ] ≡ B∗β̂(y : Γ )[ P{y/x} ]

provided y fresh in P and y /∈ sub(B∗)

– The next three laws are the monoidal axioms for the parallel composition of
bio-processes.

– The fifth law declares, as we already mentioned, that the actual ordering of
elementary beta binders within a composite binder is irrelevant.

– The last law states that the subject of elementary beta binders is a place-
holder that can be changed at any time under the proviso that name clashes
are avoided and well-formedness of beta binder is preserved.

The reduction relation, −→, is the smallest relation over bio-processes ob-
tained by applying the axioms and rules in Table 2.

The reduction relation describes the evolution within boxes (intra), as well
as the interaction between boxes (inter), the dynamics of box interfaces (expose,
hide, unhide), and the structural modification of boxes (join, split).

The rule intra lifts to the level of bio-processes any ‘reduction’ of the enclosed
pi-process. Indeed no reduction relation is defined over pi-processes. Nonetheless
the intra rule may be applied whenever the internal pi-process is structurally
equivalent to a pi-process which could be reduced in the π-calculus sense.

The rule inter models interactions between boxes with complementary in-
ternal actions (input/output) over complementary sites (sites with non-disjoint
types). Information flows from the box containing the pi-process which exhibits
the output prefix to the box enclosing the pi-process which is ready to perform
the input action.

The rules expose, hide, and unhide correspond to an unguarded occurence
of the homonymous prefix in the internal pi-process and allow the dynamic
modification of beta binders.
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Table 2. Axioms and rules for the reduction relation

(intra)
P ≡ νũ (x(w). P1 | xz. P2 | P3)

B[ P ] −→ B[ νũ (P1{z/w} | P2 | P3) ]

(inter)
P ≡ νũ (x(w). P1 | P2) Q ≡ νṽ (yz. Q1 | Q2)

β(x : Γ ) B∗
1[ P ] ‖ β(y : Δ) B∗

2[ Q ]−→ β(x : Γ ) B∗
1[ P ′ ]‖ β(y : Δ) B∗

2[ Q′ ]

where P ′ = νũ (P1{z/w} | P2) and Q′ = νṽ (Q1 | Q2)

provided Γ ∩ Δ �= ∅ and x, z /∈ ũ and y, z /∈ ṽ

(expose)
P ≡ νũ (expose(x, Γ ) . P1 | P2)

B[ P ] −→ B β(y : Γ ) [ νũ (P1{y/x} | P2) ]

provided y /∈ ũ, y /∈ sub(B) and y /∈ Γ

(hide)
P ≡ νũ (hide(x) . P1 | P2)

B∗ β(x : Γ ) [ P ] −→ B∗ βh(x : Γ ) [ νũ (P1 | P2) ]

provided x /∈ ũ

(unhide)
P ≡ νũ (unhide(x) . P1 | P2)

B∗ βh(x : Γ ) [ P ] −→ B∗ β(x : Γ ) [ νũ (P1 | P2) ]

provided x /∈ ũ

(redex)
B −→ B′

B ‖ B′′ −→ B′ ‖ B′′ (struct)
B1 ≡ B′

1 B′
1 −→ B2

B1 −→ B2

(join) B1[ P1 ] ‖ B2[ P2 ] −→ B[ P1σ1 | P2σ2 ]

provided that fjoin is defined in (B1, B2, P1, P2)

and with fjoin(B1, B2, P1, P2) = (B, σ1, σ2)

(split) B[ P1 | P2 ] −→ B1[ P1σ1 ] ‖ B2[ P2σ2 ]

provided that fsplit is defined in (B, P1, P2)

and with fsplit(B, P1, P2) = (B1, B2, σ1, σ2)
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The rule expose causes the addition of an extra site with the declared type.
The name x declared in the prefix expose(x, Γ ) is a placeholder which can be
renamed to meet the requirement of well-formedness of the enclosing beta binder.

The rules hide and unhide force the specified site to become hidden and un-
hidden, respectively. They cannot be applied if the site does not occur unhidden,
respectively hidden, in the enclosing beta binder.

The rules redex and struct are typical rules of reduction semantics. They are
meant, respectively, to interpret the reduction of a subcomponent as a reduction
of the global system, and to infer a reduction after a proper structural shuffling
of the process at hand.

The axiom join models the merge of boxes. The rule, being parametric w.r.t.
the function fjoin, is indeed an axiom schema. The function fjoin determines
the actual interface of the bio-process resulting from the aggregation of boxes,
as well as possible renamings of the enclosed pi-processes. A simple instance of
fjoin is the following:

λB1B2P1P2. if (B1 = B∗
1 β(x : Γ ) and B2 = B∗

2 β(y : Δ) and
Γ ∩ Δ �= ∅)

then (B1, σid, {x/y})
else ⊥

(4)

where σid stays for the identity substitution and ⊥ for undefinedness. Assuming
the above definition of the function fjoin, the axiom join corresponds to the
graphical reduction drawn below.

P1

B∗
1 x : Γ

P2

B∗
2 y : Δ

−→ P1 | P2{x/y}

B∗
1 x : Γ

Such a reduction, in a formal context where nesting of boxes is intentionally
avoided, can be used to render biological endocytosis, namely the absorbtion
of substances from the external environment. Indeed, the pi-component of the
absorbed box (P2) is moved into the absorbing bio-process, and the engulfed ma-
terial has no longer a proper beta binder to interact with the external world. The
specific instance of fjoin defined in (4) assumes that the endocytosis reduction
can take place only if absorbing and absorbed bio-process have complementary
sites (elementary beta binders with non disjoint types), and also states that the
absorbed process can keep interacting with the external environment through
the same site which has been used to absorb it (σ2 = {x/y}).

Distinct definitions of fjoin would correspond to different intuitions on the
conditions leading to the merge of biological entities. For instance, as in the
living matter the act of merging entities is time-consuming, one could imagine
to hide the site used for absorbing external material (x : Γ in the above example).
This interpretation, in a formalism equipped with duration of actions, could be
further refined to unhide the site after an appropriate quantity of time.
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Orthogonally, and more interestingly, quantitative information about boxes
and sites, or even just the types of the involved beta binders, could be used
to break down the possible symmetry deriving from the interplay of struct and
join. Think, e.g., that using the specific instance of join given by taking fjoin as
defined in (4), one could infer

β(x : {a}) [ P1 ] ‖ β(y : {a}) [ P2 ] −→ β(x : {a}) [ P1 | P2{x/y} ]

as well as

β(x : {a}) [ P1 ] ‖ β(y : {a}) [ P2 ] −→ β(y : {a}) [ P1{y/x} | P2 ].

Biologically speaking, the above symmetry corresponds, e.g., to assessing that
a bacterium can engulf a macrophage in the same way as a macrophage can en-
gulf a bacterium. If the sites (or their types) are augumented with quantitative
information, however, it becomes fairly easy to cut out one of the two reductions
above. Imagine, for instance, to decorate sites with an integer number represent-
ing the ‘endocytosis propension’ of the site. Then the definition of fjoin could
reflect the intuition that in a join reduction the absorbing process is the one
with bigger endocytosis propension.

An analogous effect could also be achieved by assuming a partial ordering �
on a subset of names (say n1 � n2 � . . .), then ensuring that the type of each site
contains one of these special names, and finally discriminating the endocytosis
potentials of bio-processes on the basis of the partial order. For example, a
suitable definition of fjoin could be:

λB1B2P1P2. if (B1 = B∗
1 β(x : {nj} ∪ Γ ) and B2 = B∗

2 β(y : {ni} ∪ Δ) and
ni � nj and Γ ∩ Δ �= ∅)

then (B1, σid, {x/y})
else ⊥.

The latest axiom of Table 2, split, formalizes the splitting of a box in two
parts, each of them taking away a subcomponent of the content of the original
box. Analogously to join, the rule split is an axiom schema depending on the
specific definition of the function fsplit. This function is meant to refine the
conditions under which a bio-process can be split in two boxes.

From the biological point of view, this axiom corresponds to meiosis, which
is typical of reproductive cells and consists in the separation of a cell and of the
contained genetic material. Similarily to the case of join, the precise hypothesis
leading to meiosis can be tuned by appropriately defining fsplit.

We commented on the fact that our treatment of endocytosis is largely in-
fluenced by the choice of preventing nesting of boxes. Also, with the same care
as in the case of endocytosis, split can be used to render exocytosis, i.e. the ex-
pulsion of biological sub-components. In particular, it is possible to encode it
by exploiting the split rule and possibly appropriate occurrences of the expose
prefix.

A derived operation which could reveal interesting for modeling biological
phenomena is relative to changing the type of sites. Assume for instance that
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the bio-process B[ P ] has a site x : Δ, and suppose that, due for instance to bio-
chemical modifications of the component, or even to its evolutionary behaviour,
the type of the site has to be changed to Γ . This situation could be rendered by
modifying P into the following:

hide(x) . expose(y, Γ ) .P{y/x}.
A final remark on the approach is relative to the typing of sites. It allows an

improved promiscuity of interaction and we believe that this can be a relevant
point in modeling biological behaviours. Here types are assumed to be just sets of
names, and boxes are allowed to communicate over sites with non-disjoint types.
Given two sites x : Γ and y : Δ, the most generic constraint for interaction
over x and y would probably look like a predicate in the form “if Γ agrees with
Δ”. Indeed, it might well be the case that types more structured than sets of
names could reveal useful to primitively model the specificity of some biological
phenomena.

3 An Abstract Virus Attack

This section illustrates the use of our formalism to specify a biological scenario
representing an abstract view of the interactions between a virus and cells of our
immune system.

The phenomena we are going to model has three main actors [1]:

– a virus;
– a cell of our immune system (macrophage) which can engulf the virus by

endocytosis, elaborate it, distill the antigene molecule and display the antigen
on its surface;

– a lymphocyte which can recognize the antigen and then activate mechanisms
of the immune reply.

The formal representation of the above scenario is given by the specification
below, where we shortly denote an output action and an input action on channel
x by x and x, respectively, if the parameter of the communication is not relevant.

β(x : {v1, . . . , vn}) [ C ] ‖ β(y : {v1, v
′
1}) [ V1 ] ‖ β(z : {a1, a

′
1}) [ L1 ]

where:

C = !x(w). expose(x, {w}) . x | C1

V1 = ya1. V
res
1

L1 = z.Lact
1

The bio-process β(x : {v1, . . . , vn}) [ C ] represents the macrophage cell. It
can engulf, through the site x, n different kinds of viruses, represented by
v1, . . . , vn.
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The parallel component β(y : {v1, v
′
1}) [ V1 ] plays a virus which can attack

two kinds of cells, the first ones by v1, and the second ones by v′
1.

The bio-process β(z : {a1, a
′
1}) [ L1 ] stays for a specialized lymphocyte which

can recognize both the antigen a1 associated with viruses of sort v1 and the
antigen a′

1 relative to v′
1-viruses.

! x(w). expose(x, {w}) . x | C1

x : {v1, . . . , vn}

ya1. V
res
1

y : {v1, v
′
1}

z. Lact
1

z : {a1, a
′
1}

−→ (join)

x(w). expose(x, {w}) . x | C | xa1. V
res
1 {x/y}

x : {v1, . . . , vn}

z. Lact
1

z : {a1, a
′
1}

−→ (intra)

expose(x, {a1}) . x | C | V res
1 {x/y}

x : {v1, . . . , vn}

z. Lact
1

z : {a1, a
′
1}

−→ (expose)

u | C | V res
1 {x/y}

x : {v1, . . . , vn} u : {a1}

z. Lact
1

z : {a1, a
′
1}

−→ (inter)

C | V res
1 {x/y}

x : {v1, . . . , vn} u : {a1}

Lact
1

z : {a1, a
′
1}

Fig. 1. Evolution of the virus attack
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Fig. 1 shows one of the possible evolutions of the system. First the macrophage
recognizes β(y : {v1, v

′
1}) [ V1 ] as a virus that it can elaborate, then it engulfs

V1 by an a join reduction where fjoin is taken to be the function defined in (4).
The next intra reduction, which involves the communication primitives x(w)
and xa1 shows how the macrophage degrades the virus by extracting from it the
antigen molecule a1 and leaving the residual V res

1 . After that, the antigen a1 is
displayed on the surface of the cell (expose reduction). The antigen is eventually
recognized by the lymphocyte (inter reduction). This causes the activation of the
lymphocyte which transforms into β(z : {a1, a

′
1}) [ Lact

1 ].

4 Further Considerations

In the following we comment on how the proposed formalism could handle a few
issues which are of interest to the research community in systems biology, and
are not yet handled in the process calculi approaches.

4.1 Two-Ways Communication

Biological interactions often involves a bi-directional flow of material (informa-
tion). This is not properly rendered by our formalism, which sticks to the canoni-
cal π-calculus interpretation of communication as an agreement between a sender
and a receiver.

Two-ways communication could be easily rendered in the formalism by substi-
tuting both the primitives for input and output prefix by a single communication
prefix looking like the following:

x(?y, !w).P

and intuitively corresponding to the π-calculus sequence x(y). xw made atomic.
With this communication primitive in the language, we would get, for example,
the inter-reduction below.

β(x : {a}) [ x(?u, !w).P ] ‖ β(y : {a}) [ y(?z, !v). Q ] −→
β(x : {a}) [ P{v/u} ] ‖ β(y : {a}) [ Q{w/z} ]

4.2 Energy and Bound Replication

Another interesting topic is relative to the formal representation of the available
quantity of energy. Energy can be either produced or consumed by living entities,
but biochemical interactions are prevented to happen if the quantity of energy is
not enough to go on. Our formalism does not tackle this issue at all. For instance,
as it is usual in process calculi, we use ! P to mean “arbitrarily many copies of
P are available” (!P ≡ P | !P ). When modelling real living systems, this seems
to be too strong an abstraction.

A special entity could be introduced to that purpose, say Ej with j positive
real number, to represent that the available (quantity of) energy is equal to j.
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Then each box could have its own energy, to be modified by computations and
to monitor further interactions. For instance, letting e(P ) be some measure of
the quantity of energy of P , the structural axiom for !P could be replaced by
the following.

! P | Ej ≡ P | ! P | Ej−e(P ) provided that j − e(P ) > 0.

4.3 Affinity

Another important point about general-purpose process calculi for biology which
has not yet been mentioned is that they do not possess the machinery to deal with
affinities. Some biological interactions take place on ports (elements, domains)
which are not exactly the same but rather have a high level of affinity. On the
other hand, by their own nature, process calculi impose that interactions take
place on ports which are syntactically the same.

Assuming the existence of an affinity matrix ‘names × names’ which shows
the affinity measure P( , ) of pairs of names, we might represent interactions by
affinity as, for instance, the following:

β(x : {a}) [ x(u).P ] ‖ β(y : {b}) [ yv. Q ]
P(a,b)−→

β(x : {a}) [ P{v/u} ] ‖ β(y : {b}) [ Q ]

with P(a, b) > 0.
Namely, as it is shown above, instead of the classical unlabelled reduction

relation, we could define a probabilistic relation. Indeed affinity is - or could be,
by applying a suitable normalization - measured in the interval [0..1].

4.4 Reverse Engineering Unknown Activation Processes

Biology researchers are often puzzled by a number of events which they can
observe to occur without having a clear understanding of the activation pathways
leading to them. Our framework could be helpful in the investigation of those
biological events. The formalism could be modified along the following main
lines:

– allow a special unknown type for the sites of boxes, say ‘?’;
– permit inter reductions between a ?-typed site and a Γ -typed site and impose

that this kind of interaction modifies the ?-type into a new type which records
its unknown origin, say ?Γ ;

– recursively allow inter reductions between a ?Γ -typed site and a Δ-typed (or
?Δ-typed) site, and require that this interaction changes the type ?Γ into
?(Γ ∩ Δ).

In a setting like that drawn above, the study of ‘unknown’ biological activations
could be carried out by specifying a system using boxes with appropriate ?-
typed sites, then running it, and checking the biological evidence against the
computations of the formal system. The unknown biological event could luckyly
have some correspondence with the ?Γ ′s typing of the resulting formal process
which most relates to the biological evidence.
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5 Concluding Remarks

By their own nature, the communication paradigms of process calculi seem often
to be too intentional for representing biological interactions.

The main aim of our work is to break down the strict complementarity which
underlies the interaction mechanisms of process calculi, to enable promiscuity of
communication, and to increment the global degree of non-determinism. This,
we believe, could be an essential first step for predictive modeling of biological
behaviour. The primitives described in this way could later on be refined and
tuned by using probabilistic/stochastic measures.
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Abstract. We introduce biomimetic in silico devices, and means for validation 
along with methods for testing and refining them. The devices are constructed 
from adaptable software components designed to map logically to biological 
components at multiple levels of resolution. In this report we focus on the liver; 
the goal is to validate components that mimic features of the lobule (the hepatic 
primary functional unit) and dynamic aspects of liver behavior, structure, and 
function. An assembly of lobule-mimetic devices represents an in silico liver. 
We validate against outflow profiles for sucrose administered as a bolus to 
isolated, perfused rat livers. Acceptable in silico profiles are experimentally 
indistinguishable from those of the in situ referent. This new technology is 
intended to provide powerful new tools for challenging our understanding of 
how biological functional units function in vivo.  

1   Introduction 

Cells of the same type in the same tissue can experience different environments, and 
as a consequence exhibit quite different gene expression patterns [1]. This is just one 
of the problems faced when modeling biological systems at multiple levels of 
resolution. Network detail learned from experiments on isolated cells in vitro may not 
map directly to the tissue level. Reflecting on this reality, Noble rejects the 
reductionist bottom-up and the traditional top-down modeling and simulation 
approaches [2]. He makes the case for a “middle-out” strategy that focuses on the 
“functional level between genes and higher level function” [3], and calls for new 
ideas and new approaches to help move the field to the next level. The new class of 
biological analogue models presented here, which we refer to as biomimetic in silico 
devices (hereafter, devices), is an answer to that call. The devices are designed to 
generate biomimetic behaviors and are constructed from software components that 
map logically to biological components at multiple levels of resolution. The focus 
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here is the liver. The data used for validation are outflow profiles from experiments 
on isolated, perfused rat livers (hereafter, perfused livers) given bolus doses of 
compounds of interest [4, 5]. Acceptable devices are hepato-mimetic in that they 
generate in silico outflow profiles that are experimentally indistinguishable from 
those of the in situ referent.  

2   Device Design 

2.1   Modeling Approach and Biological Data 

Rather than the traditional inductive, analytic modeling approach, we used a 
constructive approach based in part on ideas and concepts from several sources, 
including compositional modeling [6]. We focus more on the aspects of structure and 
behavior that give rise to the data. We deconstruct the system into biologically 
recognizable components and processes that can be represented as software objects, 
agents, messages, and events. Next, we reconstruct using those objects within a 
software medium that handles probabilistic events, and can represent dynamic spatial 
heterogeneity. The process produces in silico devices [6] capable of biomimetic 
behaviors. Of course, these devices are also models. We use device to stress their 
modular, constructive nature, to emphasize the essential properties discussed below, 
and to distinguish them from traditional equational models.  

The devices represent aspects of the anatomic structure and behavior of the 
functional unit of the liver that influences administered compounds. We conduct in 
silico experiments that follow protocols that mimic the original in situ experimental 
protocols. Because a device is not based on equations, we do not directly fit it to data. 
We use a Similarity Measure [7] to quantify the similarity between data generated by 
the device and data generated by the biological referent. Having completed that level 
of validation we run simulation experiments to address what-if questions and/or grow 
the device so that it accounts for additional, different data (e.g., perfused liver outflow 
profiles of additional compounds and/or hepatic imaging data).  

2.2   Properties: Essential and Desired 

We create a device from data with as few assumptions as possible, by first building 
and validating a simple, biomimetic device, and then iteratively improving it. Devices 
and their components must be reusable, revisable, and easily updatable when critical 
new data becomes available, without having to re-engineer the whole device. Device 
components, like their biological referents, need to be sufficiently flexible and 
adaptable to be useful in a variety of research contexts. They should be able to 
function at multiple levels of resolution, from molecule to organ. In addition, device 
and components must logically map to their biological counterparts. Spatial 
heterogeneity is a quintessential characteristic of organisms at each organizational 
level. So, it is essential that device components be capable of representing that 
heterogeneity at different levels of resolution as required by the problem. Finally, 
hepatic processes, drug disposition, and pharmacokinetic processes are characterized 
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by probabilistic events. So, our biomimetic devices are exclusively event driven and 
most events can be probabilistic. These properties are deemed essential in part 
because they are expected to make this new technology easily accessible and useful to 
a majority of biomedical researchers.  

2.3   Histological and Physiological Considerations 

Changes in the architecture of hepatic fluid flow are associated with several disease 
states, and such alterations can influence a drug’s disposition. These considerations 
suggest that a device must have a flexible means of representing that architecture at 
whatever level of detail is needed. We use directed graphs, with objects placed at 
graph nodes, to represent that architecture. Because the lobule is the primary 
structural and functional unit of the rat liver [8], the device must have a component 
that maps directly to the lobule. Hereafter refer to that component as a LOBULE

1.  
Hepatocytes exhibit location-

specific properties within lobules, 
including location-dependent 
expression of drug metabolizing 
enzymes [1]. Such intralobular 
heterogeneity requires that a 
LOBULE be capable of easily ex-
hibiting heterogeneity and zona-
tion when such properties are 
required. LOBULES must also be 
capable of representing special-
ized cell types, including endo-
thelial, Kuppfer, and stellate 
cells, and their specialized 
behaviors in appropriate relative relationships, when needed, without forcing 
restructuring or redesign. The blood supply for one lobule, illustrated schematically by 
the cross section in Fig. 1, feeds into several dozen sinusoids that merge as they feed 
into the lobule’s central vein (CV). Known hepatic features that are not needed to 
account for outflow profiles of the targeted data sets do not have corresponding 
components within the LOBULES. Examples include a separate hepatic arterial blood 
supply, the biliary system, and drug transport systems (into cells and into bile).  

2.4   Designing the in Silico Components 

Computational Framework. Our devices are constructed within the Swarm 
framework (www.swarm.org). The methods do not require any particular formalism. 
But, the experimental framework is always formulated using Partially Ordered Sets; 
they are a generic way to specify concurrent processes with as few strictures as 
possible [9].  

                                                           
1  When referring to the in silico counterpart of a biological component or process, such as 

“lobule,” “endothelial cell,” or “partition,” we use SMALL CAPS.  

 

Fig. 1. A schematic of an idealized cross-section of a 
hepatic lobule showing half an acinus and the direction 
of flow between the terminal portal vein tract (PV), and 
the central hepatic vein (CV). SS: Sinusoidal Segment  
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Directed Graphs. A trace of flow paths within one lobule sketches a network that we 
represent by an interconnected, directed graph. Literature data [8] are used to 
constrain the accessible graph structures used. We only consider the subset of graphs 
that has more nodes connected to the portal vein tract (PV) (source) and fewer nodes 
connected to the CV (exit). Teutsch et al. [8] subdivide the lobule interior into 
concentric zones. For now, we impose a three-zone structure and require that each 
zone contain at least one node and that a shortest path from PV to CV will pass 
through at least one node and no more than one node per zone. The insert in Fig. 1 
illustrates a portion of a graph that connects in silico PV outlets to the CV. Graph 
structure is specified by the number of nodes in each zone and the number of edges 
connecting those nodes. Edges are further identified as forming either inter-zone or 
intra-zone connections. The CV receives solute from the last node in each shortest 
path between PV and CV. Edges specify “flow paths” having zero length and 
containing no objects. A solute object exiting a parent node is randomly assigned to 
one of the available outgoing graph edges and appears immediately as input for the 
downstream child node. Randomly assigned intra-zone connections are allowed but 
are confined to Zones I and II. We randomly assign nodes to each of the zones so that 
the number of nodes in each zone is approximately proportional to the fraction of the 
total lobule volume found in that zone.  

Sinusoidal Segments and the Fate of Solutes. Agents called sinusoidal segments 
(SSs) (Fig. 2) are placed at each graph node. There is one PV entrance (effectively 
covering the exterior of the LOBULE) and one CV exit for each LOBULE. A solute 
object is a passive representation of a chemical as it moves through the in silico 
environment. The PV creates solute objects, as dictated by the experimental dosage 
function, and distributes them to the SSs in Zone I. A solute object moving through 
the LOBULE represents molecules moving through the sinusoids of a lobule, and their 
behavior is dictated by rules specifying the relationships between solute location, 
proximity to other objects and agents, and the solute's physicochemical properties. 
Each solute has dose parameters and a scale parameter (molecules per solute object). 
The relative tendency of a solute object to move forward within a SS determines the 
effective flow pressure and this is governed by a parameter called Turbo. If there is no 
flow pressure (Turbo = 0), then solute movement is specified by a simple random 
walk. Increasing Turbo biases the random walk in the direction of the CV.  

We have studied the 
behaviors of several sinusoidal 
segment designs and describe 
here the extensible design 
currently in use. Simpler designs 
generate behaviors that fail to 
meet our Similarity Measure 
criterion. Viewed from the center 
of perfusate flow out in Fig. 2, a 
SS is modeled as a tube with a 
rim surrounded by other layers. 
The tube and rim represent the 
sinusoidal space and its 
immediate borders. The tube 

 

Fig. 2. Schematic of a sinusoidal segment (SS). Three 
types of SS are discussed in the text. One SS is placed 
at each node of the directed graph within each LOBULE 
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contains a fine-grained abstract Core space that represents blood flow. Grid A is the 
Rim. Grid B is wrapped around Grid A and represents the endothelial layer. Another 
fine-grained space (Grid C) is wrapped around Grid B to collectively represent the 
Space of Disse, hepatocytes, and bile canaliculi2. If needed, hepatocytes and 
connected features such as bile canaliculi can be moved to a fourth grid wrapped 
around Grid C. The properties of locations within each grid can be homogeneous or 
heterogeneous depending on the specific requirements and the experimental data. 
Objects can be assigned to one or more grid points. For example, a subset of Grid B 
points can represent one or more Kupffer cells. Objects that move from a location on 
a particular grid are subject to one or more lists of rules that are called into play at the 
next step. Within Grid B a parameter controls the size and prevalence of 
FENESTRATIONS

1 and currently 10% of Grid B in each SS is randomly assigned to 
FENESTRAE; the remaining 90% represents cells. Similarly, within the grid where 
some locations map to hepatocytes, there is a parameter that controls their relative 
density.  

Classes of Sinusoidal Segments and Dynamics Within. To further enable 
accounting for sinusoidal heterogeneity, we defined two classes of SSs, SA and SB. 
Additional classes can be specified and used when needed. Relative to SB the SA have a 
shorter path length and a smaller surface-to-volume ratio, whereas the SB have a 
longer path length and a larger surface-to-volume ratio. The circumference of each SS 
is specified by a random draw from a bounded uniform distribution. To reflect the 
observed relative range of real sinusoid path lengths, SS length is given by a random 
draw from a gamma distribution having a mean and variance specified by the three 
gamma function parameters, α, β, and γ.  

Solute objects can enter a SS at either the Core or the Rim. At each step thereafter 
until it is METABOLIZED or collected it has several stochastic options, the aggregate 
properties of which are arrived at through Monte Carlo simulation. In the Rim or Core 
it can move within that space, jump from one space to the other, or exit the SS. From 
a Rim location it can also jump to Grid B or back to the Core. Within Grid B it can 
move within the space, jump back to Grid A or to Grid C. When it encounters an 
ENDOTHELIAL CELL within Grid B it may (depending on its properties) PARTITION into 
it. Once inside, it can move about, exit, bind or not. Within Grid C it can move within 
the space or jump back to Grid B. When a HEPATOCYTE is encountered the SOLUTE 

can (depending on its properties) PARTITION into it or move on. Once inside a 
HEPATOCYTE it can move about, exit, bind (and possibly get METABOLIZED) or not. 
Currently all objects within a HEPATOCYTE that bind can also METABOLIZE. The 
probability of a solute object being METABOLIZED depends on the object’s properties. 
Once METABOLIZED the object is destroyed. The only other way to exit a SS is from 
the Core, Rim or into bile (not implemented here). When the SOLUTE exits a SS and 
enters the CV, its arrival is recorded (corresponding to being collected), and it is 
destroyed.  

                                                           
2  Because we are building a normalized model there is no direct coupling between grid points 

within the fine-grained space and real measures such as hepatocyte volume or its dimensions 
in microns.   
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2.5   Similarity Measure 

The in situ liver perfusion protocol is detailed in [4]. Briefly, a compound of interest 
is injected into the entering perfusate of the isolated liver. The entire outflow is 
collected at intervals and the fraction of the dose within is determined. The 14C-
sucrose outflow profile contains information only about features of the extracellular 
environments whereas the data for a drug contains information on those features as 
well as on intracellular environments in that same liver. When the results of in silico 
and in situ experiments are similar, an expert can inspect the two data sets and offer 
an opinion on the degree of their similarity. However, automated model generation 
and refinement requires having one or more Similarity Measure (SM) to substitute for 
the expert’s judgment. A SM is a function which takes two sets of experimental data 
and returns a number as a measure of their similarity [7]. Classical regression 
approaches do not apply because we are comparing the outputs of two or more 
experiments.  

There are two main contributors to intraindividual variability: methodological and 
biological. For replicate experiments in the same liver the coefficient of variation for 
fraction of dose within specific outflow collection intervals typically ranges between 
10 and 40%. A coefficient of variation can define a continuous interval bounding the 
experimental data. Any new set of results that falls within those bounds and has 
essentially the same shape is defined as being experimentally indistinguishable. The 
same should hold even if the data comes from an in silico experiment, and that 
provides the basis for selecting and evaluating SMs.  

The objective of the SM is to help select among device designs, not simply to 
specify a device and select among variations on that device. Hence, the successful SM 
must target the various features of the outflow profile that correlate with the 
generative structures and building blocks inside the device. However, for simplicity in 
these early studies we have assumed that the coefficients of variation of repeat 
observations within different regions of the curve are the same. In that way we can 
use a simple interval SM, which is what we do. A set of in situ outflow profiles, T, is 
used as training data. From this data, we calculate a distance, D, from a reference that 
will be the basis for a match. We then take two outflow profiles and pick one to be the 
reference profile, Pr. For each observation in Pr, create a lower, Pl, and an upper, Pu, 
bound by multiplying that observation by (1 – D) and (1 + D), respectively. The two 
curves Pl and Pu are the lower and upper bounds of a band around Pr. The two outflow 
profiles are deemed similar if the second profile, P, stays within the band. The 
distance D used for sucrose is one standard deviation of the array of relative 
differences between each repeat observation and the mean observations at that time. 
To calculate D for the training set T we choose experimental data on different subjects 
that were part of the same protocol [4, 5].  

3   In Silico Experimental Results 

To begin development of a new device we select an outflow profile and begin the 
process of finding the simplest design, given restrictions: one is that it be comprised 
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of the minimum components needed to generate an acceptably similar profile. An 
initial unrefined parameterization is chosen based on available information. 
Components are added according to that initial parameterization. If the behavior of 
the resulting device is not satisfactory, any given piece of the device may be surplused 
and replaced, modified, or reparameterized with minimal impact on the other 
components within the device. This process continues until the device provides 
reasonable coverage of the targeted solution space. Once an acceptable 
parameterization is found, the parameter space is searched further [10] for additional 
solution sets. Bounds for the parameter space can be specified to indicate solution set 
regions for which the device validates (i.e., acceptable SM measures are obtained). 
Subsequently, for a second data set, a repeat of the first experiment or a data set for a 
second drug, we make only minimal adjustments and additions to the structure of the 
first device so that the resulting new device generates acceptable outflow profiles for 
both data sets.   

The typical in situ outflow profile is an account of on the order of 1015 drug 
molecules percolating through several thousand lobules. The typical in silico dose for 
one run with one LOBULE is on the order of 5,000 drug objects, where each drug 
object can represent a number (• 1) of drug molecules. 1) of drug molecules. Thus, a resulting single 
outflow profile will be very noisy and will be inadequate to represent the referent in 
situ profile. Another independent run with that same device, parameter settings, and 
dose will produce a similar but uniquely different outflow profile. Changing the 
random number generator seed alters the specifics for all stochastic parameters (e.g., 
placement of SSs on the digraph), thus providing a unique, individual version of the 
LOBULE, analogous to the unique differences between two lobules in the same liver. A 
full in silico experiment is one that produces an outflow profile that is sufficiently 
smooth to use the SM, and typically combines the results from 20 or more 
independent runs using the same LOBULE.  

One can identify several similar parameterizations that will yield outflow profiles 
that are experimentally indistinguishable from each other. That is because there is a 
region of device-structure space (model space) that will yield acceptable behaviors 
relative to a specific data set. Such a 
region can be viewed as a metaphor 
for the fact that all lobules are similar 
but not identical. We currently do not 
attempt to fully map acceptable

 regions of either model or parameter 
space. Our goal is simply to locate a 
region in each that meets our

 

objectives.  
Figure 3 shows results from one 

parameterization of a LOBULE against 
a perfused liver sucrose outflow 
profile. The shaded region is a band 
enclosing the mean fraction of dose 
collected for each collection interval. 
The width of the band is ± 1 std about 

 

Fig. 3. An outflow profile for a device parameterized 
to match a sucrose outflow profile. Nodes per Zone: 
55, 24 and 3 for Zones I, II and III, respectively; total 
edges: 60; intra-zone connections: Zone I = 10, Zone 
II = 8, Zone III = 0; inter-zone connections:  
I → II = 14, I →  III = 4, II → III = 14; SSs: 50% SA 
and SB; Number of runs = 100 
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the mean. The filled circles are results obtained using the specified device parameter 
vector.   

4 Higher and Lower Levels of Resolution 

Different regions of a normal liver are indistinguishable. That is generally not the case 
for a diseased liver, where some lobules can be damaged or otherwise changed. So, to 
understand and account for such differences we need methods to shift levels of 
resolution without loss of information. The following summarizes how we are enabling 
resolution changes. To represent a whole diseased liver with heterogeneous properties 
we can first connect in parallel four to five different sized lobes, where each is a 
directed graph having multiple parallel, single node paths connecting portal and 
hepatic veins nodes (Fig. 4), and agents representing secondary units are placed at 
those nodes. A lobe is comprised of a large number of these units [8]. Each secondary 
unit can be similarly represented by a directed subgraph with LOBULES placed at each 
of its nodes (insert, Fig. 4). When subcellular networks within CELLS located in Grids 
B and C are needed, they may also be treated as directed graphs with nodes 
representing factors and with edges representing interactions and influences [11]. 
Having a mechanism for realizing networks allows us to replace sub-networks (at any 
location) with rules-based software modules.   

5   Conclusion 

We have tested and affirmed the hypothesis that 
perfused liver outflow data obtained following 
bolus administration of sucrose can, in conjunction 
with other data, be used to specify and 
parameterize a physiologically recognizable 
hepato-mimetic device that can generate outflow 
profiles that are experimentally indistinguishable 
from the original in situ data. Each device is 
constructed from software components that exhibit 
several essential properties including being 
designed to map logically to hepatic components at 
multiple levels of resolution, from subcellular to 
whole organ.  This new technology is intended to 
provide powerful tools for optimizing the designs 
of real experiments. It will also help us challenge 
our understanding of how mammalian systems 

function in normal and diseased states, and when 
stressed or confronted with interventions.  
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Abstract. We present a multi-site model describing the alternative use
of the RNA splicing sites A3, A4, A5 and A7 in the human immunodefi-
ciency virus HIV-1. Our goal is to integrate experimental data obtained
on individual splicing sites into a global model of HIV-1 RNA alterna-
tive splicing. We give a qualitative validation of our model, and analyse
the possible impact of variations of regulatory protein concentrations on
virus multiplication.

1 Introduction

The life cycle of the human immunodeficiency virus HIV-1 involves the produc-
tion of different kinds of proteins. Among them the Tat and Nef proteins, which
are lethal to the cell by inducing the apoptotic process. Their regulation is based
on alternative splicing. Today, the control of the virus life cycle is only partially
known. In order to improve existing knowledge on this finely regulated process,
additional molecular biological experiments are needed. At present, the alter-
native splicing regulation is understood through experiments focusing on one
particular splicing site. The global splicing behaviour is not studied experimen-
tally, despite its importance for the HIV-1 life cycle. To overcome this difficulty,
we propose an integrative modeling approach of alternative splicing regulation.
Using an hybrid automaton with default reasoning, we construct a model that in-
tegrates the regulation at individual splicing sites into a multi-site model. Based
on this modeling approach, we can study the impact of the regulation at one
activator site, characterised by single-site experiments, on the production of the
lethal HIV-1 proteins. In order to validate our approach, the model that covers
different biological scales is analysed in a qualitative way.

The organisation of the paper is as follows. We start in Sect. 2 with a biologi-
cal description of alternative splicing regulation. Based on a number of biological
hypotheses in Sect. 3, we introduce in Sect. 4 an hybrid automaton model to
describe the behaviour of the splicing process in a multi-site context. In Sect. 5,
we analyse this model in a qualitative way, studying the impact of increasing the
concentration of hnRNP A1 proteins. Based on biological queries and a model
checking approach, the model is validated in Sect. 6 in a qualitative way. Sect. 7
contains some conclusions and perspectives for future work.
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Compared to our earlier work, the main contributions of this paper are as
follows. While in [1, 2] we introduced our general modeling methodology, based
on hybrid concurrent constraint programming, we develop here for the first time
a realistic model of alternative splicing regulation in HIV-1, which integrates
the sites A3, A4, A5, and A7. Furthermore, we give a qualitative analysis of this
model to verify and discover different biological properties. Although further
refinements are possible and desirable, this model can already be used to study
in silico interesting biological questions, in particular the impact of variations of
SR and hnRNP A1 regulatory protein concentrations on the virus life cycle.

2 Alternative Splicing: Regulation in Various Contexts

For eukaryotes and retroviruses such as HIV-1, the splicing reaction is a mat-
uration process of the premessenger RNA (pre-mRNA), by elimination of non-
coding sequences, introns, and junction of coding sequences, exons. The mature
RNA (mRNA) can then be translated into a protein. The splicing reaction takes
place in a large ribonucleoproteic complex called the spliceosome, which recog-
nises signals on the pre-mRNA. Among them are the donor site (SD) and the
acceptor site (SA), which border the non-coding intron [3]. Some pre-mRNAs
are alternatively spliced, using competing splicing sites, which allows for the
production of several different mRNAs from the same pre-mRNA. The selection
of an alternative splicing site generally depends on a regulation ensured by the
binding of an activator and/or an inhibitory protein. Members of the Serine-
Arginine rich (SR) protein family (such as ASF/SF2 and SC35) are activator
proteins, which help to recognise the regulated splicing site by the spliceosome.
In contrast, the hnRNP A1 protein is well-known to inhibit splicing sites; in
some cases, it acts by masking the site to the spliceosome [4].

For HIV-1 RNA splicing, the situation is more complex: the unique viral
pre-mRNA contains 4 donor sites (D1 to D4) and 8 acceptor sites (A1 to A7),
see Fig. 1. They can be used in different combinations to produce about 40
mRNAs, during 2 steps of the viral infection [5]. This controls the HIV-1 protein
expression necessary to the production of a new virion. In the early phase, the
viral pre-mRNA undergoes multiple splicing; the mature mRNAs produced have
in common a splicing event between sites D4 and A7. Among them, tat mRNAs
are also spliced at site A3 and contain two exons, coding an activator of the viral
transcription, Tat. Other early mRNAs are the nef mRNAs spliced at site A5,
and the rev mRNAs, spliced at any of the sites A4c, A4a, or A4b [5].

When enough Rev protein is synthesised, a shift from the early to the late
phase of the infection occurs [6]. Indeed, the protein binds to the Rev Responsive
Element (RRE) localised in the D4-A7 intron before this intron is spliced, and
only incompletely spliced mRNAs characteristic of the late phase are produced.
They all contain the D4-A7 intron and some of them are spliced at site A3,
giving a Tat protein encoded by only one exon. Other sites (A4c, A4a, A4b and
A5) are used to produce the env mRNAs [5].
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Fig. 1. Alternative splicing of HIV-1 RNA. Boxes delimitate the sequence of encoded

proteins (ORF). In the mRNAs, spliced introns are designated by dotted lines, and

exons by thick lines

The competing sites A3 to A5 are used to produce major viral proteins.
Experimental studies show that these sites are regulated. Site A3 can be inhibited
by the binding of the protein hnRNP A1 to the ESS2 (Exon Splicing Silencer)
element, or activated by fixation of SR proteins to the ESEt (Exon Splicing
Enhancer) element. SC35 proteins can also bind to the ESS2 element. They are
expected to activate splicing at the site A3 by competing with the hnRNP A1
proteins binding to the ESS2 element.

3 Modeling Multi-site Alternative Splicing Regulation

We model the regulation by SR and hnRNP A1 proteins in the multi-site context
(A3, A4, A5, A7) under several hypotheses. We consider the biological process of
alternative splicing in an in vitro context, which corresponds to the experimen-
tal knowledge. Our model describes the dynamics of a closed system of nucleic
acid concentrations. The state variables are the pre-mRNAs (rna) which become
mRNAs (tat1, tat2, rev, env, nef) of different proteins. The splicing process de-
pends on the SC35, ASF/SF2 and hnRNP A1 regulatory proteins. They activate
four splicing acceptors sites A3, A4, A5, and A7. We neglect the regulation at the
donor sites because these seem to be less regulated than the acceptor sites [7, 5].
The four acceptor sites are in competition for the regulatory protein allocation.
We consider this regulation level only on a single-site scale. Thus we assume the
local behaviour as a continuous competition between four acceptor sites. The
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choice of one of them depends on the score of the splice efficiency defined as the
ratio of the mature RNA and pre-mRNA at each splicing site [8]. For example, if
the efficiency at A7 increases above a certain threshold τ , we assume that the A7
acceptor site is activated. We assume next that the splicing regulation of HIV-1
produces early mRNAs in the early phase of the life cycle. Under these cellular
conditions, the combination of several acceptor sites produces different kinds of
mature RNAs. Only the acceptor site with the highest efficiency is chosen by
the spliceosomal complex. More precisely,

– splice activation of the A7 and the A3 site produces the mRNA tat2 for the
Tat protein with 2 exons.

– splice activation of the A7 and the A4 site produces the mRNA rev for the
Rev protein.

– splice activation of the A7 and the A5 site produces the mRNA nef for the
Nef protein.

We suppose that the concentration of the Rev protein is proportional to the Rev
nucleic acid quantity (rev). The Rev protein represses the A7 splicing site. We
assume in our local model that the quantity of the Rev nucleic acid reduces the
efficiency of the A7 splicing site. This hypothesis corresponds to a time-scale
abstraction of the translation to proteins, in order to focus on the dynamics of
the splicing regulation.

If the A7 efficiency decreases below a certain threshold, the A7 splicing site
is deactivated. Now we consider the biological system to be in the late phase.
Without splicing activation at the A7 site:

– splice activation at the A3 site produces the mRNA tat1 for the Tat protein
with 1 exon.

– splice activation at the A4 or A5 site produces the mRNA env for the Env
protein.

The choice between different acceptor sites depends on the concentration of
regulatory proteins that control the splicing site activity. Modeling the regulation
of the A3 site [2] allowed us to extract the splice efficiency eff 3, defined as the
ratio of the mature RNA and pre-mRNA at equilibrium, as an observer variable
of the local behaviour at the acceptor site A3. Depending on the concentration
of hnRNP A1, eff 3 is given by the formula

eff 3(hnRNPA1 ) = η·PESEt·(ASF+SC35)·(kESS2a·(kESS2b+SC35)+hnRNPA1 ·kESS2b)
η′·(kESE+ASF+SC35)·PESS2·hnRNPA1 ·kESS2b

(1)

A similar approach for the acceptor site A7 yields an efficiency function eff 7,
integrating the effects of SR and Rev proteins:

eff 7(hnRNPA1 , rev) =

PESE3·ASF
kESE3b·(1+ hnRNPA1

kESE3
)+ASF

+ PESS3ab·SC35
kESS3ab+SC35

PISS ·hnRNPA1
kISS+hnRNPA1 + PESS3b·hnRNPA1

kESS3b+hnRNPA1 + PRRE ·rev
kRRE+rev

(2)
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In both formulas, Px > 0 (resp. kx > 0) are Michaelis-Menten constants
that correspond to the maximal affinity (resp. half-saturation coefficient) at the
binding site x. The concentrations of the regulatory proteins ASF/SF2, SC35,
and hnRNP A1 are denoted by ASF , SC35 , hnRNPA1 , respectively. Finally,
η, η′ are kinetic constants.

The A4 and A5 acceptor sites are not well-studied yet, due to the complexity
of the corresponding nucleic acid domain [9]. Their local behaviour is captured
by the splice efficiencies eff 4 and eff 5, which are defined as interval constants.
To model the relative interaction between those sites, we use default reasoning.
Following [10], we describe A5 as a preferential activated site in the presence of
regulatory proteins, and A4 as the default splicing site.

4 Integrative Model

To model the global alternative splicing regulation according to the hypotheses
introduced in Sect. 3, we use an hybrid automaton with default reasoning, called
A, which is given in Fig. 2. There are five states corresponding to the production
(after splicing) of the mRNAs rev, env, nef, tat1, tat2 for the proteins Rev, Env,
Nef, Tat with 1 exon, and Tat with 2 exons, respectively. In each state, the
dynamics is described by a set of differential equations, and a law for matter
conservation.

eff3>=eff4 ||
eff3>=eff5

eff3’=eff7’=0 eff3’=eff7’=0

eff3>=eff4 || eff3>=eff5

eff3>=eff4 ||
eff3>=eff5

eff3’=eff7’=0 eff3’=eff7’=0

eff5>eff4

rev’=tat2’=nef’=env’=0rev’=tat1’=nef’=env’=0

RNAtot ’ = 0
tat2’=r5.RNA

RNAtot ’ = 0
tat1’=r2.RNA

rev’=tat1’=tat2’=env’=0

State 1: env mRNA
RNAtot ’ = 0
env’=r1.RNA

rev’=tat1’=tat2’=nef’=0

State 4: nef mRNA
RNAtot ’ = 0

nef’=r4.RNA

eff7<
nef’=tat1’=tat2’=env’=0

RNAtot ’ = 0

rev’=r3.RNA

State 3: rev mRNA

State 2: tat1 mRNAState 5: tat2 mRNA

eff7<

eff7< 

eff7< τ

τ τ

τ

Fig. 2. Hybrid automaton A for the alternative splicing regulation in a multi-site con-

text
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The transitions from one state to another depend on constraints. We will
consider two types of transitions from a state i to a state j:

– a transition i
�c−→ j occurs if in state i the condition c holds.

– a transition i
�c−→ j occurs if in state i the condition c does not hold.

This may have two reasons: either ¬c holds or c is unknown
(default reasoning).

Equivalently, we will say that ¬c holds by default, and then write i
�d¬c−→ j

For reasons of readability, we give in Fig. 2 only the default transitions. A
complete description of the automaton can be found in Tab. 1.

To be in state i ∈ {1, . . . , 5}, the constraint Di(hnRNPA1 , rev) from Tab. 1
has to be satisfied. Here, eff 3(hnRNPA1 ) (resp. eff 7(hnRNPA1 , rev)) are ab-
breviated by eff 3 (resp. eff 7). The vector u = (env, tat1, rev, nef , tat2)T ∈ IR5

≥0

evolves in state i according to the system of differential equations

dui/dt = ri · rna, duj/dt = 0, for j �= i (Si)

with rate constants r1, . . . , r5 > 0. We also assume that the total quantity of
RNA, rnatot = rna + env + tat1 + tat2 + nef + rev is invariant, i.e.

drnatot/dt = 0 (3)

Using default reasoning, the continuous dynamics in state i is given by the
system of differential equations Si, together with the equations (1) and (2) from
Sect. 3, and (3).

Table 1. Formal description of the states of the hybrid automaton A

State i Di(hnRNPA1 , rev) Continuous system

1 (eff 7 < τ) ∧ (eff 3 < eff 5) ∧ (eff 3 < eff 4) 
d (1), (2), (3), (S1)

2 (eff 7 < τ) ∧ [(eff 3 ≥ eff 5) ∨ (eff 3 ≥ eff 4)] 
d (1), (2), (3), (S2)

3 (eff 7 ≥ τ) ∧ (eff 3 < eff 5 < eff 4) 
d (1), (2), (3), (S3)

4 (eff 7 ≥ τ) ∧ (eff 3 < eff 4 ≤ eff 5) 
d (1), (2), (3), (S4)
5 (eff 7 ≥ τ) ∧ [(eff 3 ≥ eff 5) ∨ (eff 3 ≥ eff 4)] 
 (1), (2), (3), (S5)

Throughout the paper, we assume that

– ∀t ∈ IR≥0 : rnatot > tat1 + tat2 + rev + env + nef
– all parameters are strictly positive (HP)

The hybrid automaton A has been implemented in the hybrid concurrent
constraint programming language Hybrid cc [11], see the part GENERIC MODEL
in the program given in Fig. 3. In Hybrid cc, the pair of constraints c �d A,¬c �
B is noted as unless ¬c A else B. Furthermore, f ′ denotes the time derivative
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hnRNPA1=...; tat2=...; tat1=...; rev=...; env=...; nef=...;

/*** VARIABLE INITIALISATION at t=0 with interval constants ***/

always{ /*** GENERIC MODEL ***/

unless (eff7 >= tau) {

tat2’=0; rev’=0; nef’=0;

unless (eff3 >= eff5 || eff3 >= eff4) { //State 1//

tat1’=0; env’=r1*(ARNtot-tat1-tat2-rev-env-nef);

}

else { //State 2//

tat1’=r2*(ARNtot-tat1-tat2-rev-env-nef);

env’=0;

};

}

else {

env’=0; tat1’=0;

unless(eff3 >= eff4 || eff3 >= eff5) {

tat2’=0;

unless (eff5 >= eff4) { //State 3//

rev’=r3*(ARNtot-tat1-tat2-rev-env-nef); nef’=0;

}

else { //State 4//

nef’=r4*(ARNtot-tat1-tat2-rev-env-nef); rev’=0;

};

}

else { //State 5//

tat2’=r5*(ARNtot-tat1-tat2-rev-env-nef); rev’=0; nef’=0;

};

};

eff3=(eta*PESEt*(ASF+SC35)*...;

eff4=[v1,v3]; // 0 <= v1 <= v3

eff5=[w1,w3]; // 0 <= w1 <= w3

eff7=(PESE3*ASF/(KESE3b*...;

}

always { /*** SPECIALISED MODEL ***/

eff4=[v2,v2]; eff5=[w2,w2]; //v2 in [v1,v3], w2 in [w1,w3]

hnRNPA1’=kh*hnRNPA1;

}

Fig. 3. Hybrid cc program implementing the hybrid automaton

df/dt of f . As argued in [1], constraint programming with default logic is well-
suited for modeling biological systems because it allows us to handle partial or
incomplete information. Each constraint gives one piece of information on the
system that is studied. Using logical combinators, the hybrid automaton uses
this information for the transition from one state to the other.
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5 Model Analysis

Integrated modeling of local and global behaviours allows us to study alternative
splicing regulation for different parameter variations. We may introduce in the
hybrid automaton variations of hnRNP A1, ASF/SF2 or SC35 proteins based on
the corresponding production rates. In order to validate our integrative model,
we apply an infinite-time analysis to the hybrid automaton. This kind of analysis
aims at answering biological queries about the system, without knowing a priori
about numerical parameterisation and initial values. For the purpose of this
paper, the generic model in Sect. 4 has been specialised by introducing a function
hnRNPA1 (t) describing the variation of hnRNP A1:

d hnRNPA1 (t)/dt = kh · hnRNPA1 (t), with kh > 0 (4)

Other definitions of hnRNPA1 (t) would be possible. For our analysis, we only
need that hnRNPA1 (t) is strictly growing, and that hnRNPA1 (0) > 0. Indeed,
the sign of the partial derivative ∂eff 3/∂hnRNPA1 depends only on the sign of
the derivative hnRNPA1 ′. So hnRNPA1 ′ > 0 implies ∂eff 3/∂hnRNPA1 < 0.
The sign of ∂2eff 7/∂hnRNPA1 ∂rev depends on the signs of hnRNPA1 ′ and
rev′. So hnRNPA1 ′ > 0 and rev′ ≥ 0 implies ∂2eff 7/∂hnRNPA1 ∂rev < 0. As
eff 3 and eff 7 are monotonic, Tab. 2 below will not change, and the same analysis
can be performed.

Note that since hnRNPA1 is now totally defined on IR≥0, the default operator
�d is not needed anymore in the specialised program, i.e. we could replace the
statement unless ¬c A else B, with if c then A else B.

Our analysis of the hybrid automaton proceeds in several steps. To determine
the possible behaviour in each individual state, we first analyse the signs of the
(partial) derivatives and the limits of eff 3 and eff 7. From that we construct
a transition table, which is then used to obtain transition graphs. Finally, we
eliminate indeterminism by adding constraints that have been inferred during
the analysis. Applications to biological queries about the system will be given in
Sect. 6.

Variations of eff 3 and eff 7. Let x ↗ y (resp. ↘,→) denote that a given
function is strictly increasing (resp. decreasing, constant), with greatest lower
bound x and least upper bound y. Let h0 be the concentration of hnRNPA1
at time t = 0, and r0 (resp. rtk

) the concentration of rev at time t = 0 (resp.
t = tk). Based on an analysis of the signs of the (partial) derivatives of eff 3 and
eff 7 and using the lower and upper bounds

α = eff 3(h0)
β = limhnRNPA1→+∞eff 3 = (ASF+SC35)·PESEt·η

η′·(kESE+ASF+SC35)·PESS2

γ = eff 7(h0, r0)
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δtk
= limhnRNPA1→+∞eff 7(rtk

)
= PESS3ab·SC35 ·(kRRE+rtk

)

(kESS3ab+SC35)(PISS ·kRRE+PISS ·rtk
+PESS3b·kRRE+PESS3b·rtk

+PRRE ·rtk
)

ε = lim(hnRNPA1 ,rev)→(+∞,+∞)eff 7 = PESS3ab·SC35
(PRRE+PISS+PESS3b)·(kESS3ab+SC35)

the qualitative behaviour in the different states is given in Tab. 2.

Table 2. Qualitative behaviour in the different states

t hnRNPA1 rev eff 3 eff 7

States1, 2, 4, 5

State3

0 ↗ +∞ h0 ↗ +∞
rtk → rtk

r0 ↗ +∞
α ↘ β

γ ↘ δtk

γ ↘ ε

For all (hnRNPA1 , rev) ∈ IR>0×IR≥0, we have ε < eff 7(hnRNPA1 , rev) < γ
and ε < δtk

< γ.
Using the table above, we can determine under which conditions the automa-

ton will stay definitely in a given state i, denoted i �∞:

State 1: Since eff 7 and eff 3 decrease, the system will stay in state 1 once it
has reached it.

State 2: The system will stay in state 2, if β ≥ max{eff 4, eff 5}.
State 3: The system will stay in state 3, if ε ≥ τ .
State 4: The system will stay in state 4, if δtk′ ≥ τ , for some tk′ > 0.
State 5: The system will stay in state 5, if δtk′′ ≥ τ , for some tk′′ > 0, and

β ≥ max{eff 4, eff 5}.

Transitions from state i to state j. Next we analyse which transitions are
possible in the hybrid automaton. Tab. 3 summarises these results. Col. 1 indi-
cates the transition i → j in question. Col. 2 gives necessary conditions for this
transition, for a given time t. Cols. 3 to 5 recall the behaviour of rev, eff 3, eff 7

in state i. As a conclusion, Col. 6 indicates whether or not transition i → j is
possible. Failing conditions in Col. 2 are underlined.

The expression τ− means that the limit τ is reached from below. eff 3 and
eff 7 are abbreviations for eff 3(hnRNPA1 ) and eff 7(hnRNPA1 , rev).

Finally we observe that for i ∈ {1, .., 4}, transitions i → i+1 are not allowed.
So δtk′′ and δtk′ are unique if they exist, and δtk′′ ≥ δtk′ .

Transition graphs. To classify the qualitative behaviour of the hybrid au-
tomaton, we introduce the following five constraints, which have been obtained
during the analysis given before:
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Table 3. Table of transitions

Ti →j Conditions on eff 3 and eff 7 for i → j transition rev i eff i
3 eff i

7 possible

1 �∞ (eff 7 < τ) ∧ (eff 3 < eff 5) ∧ (eff 3 < eff 4) → ↘ ↘ yes

1 → 2 eff 3 ↗∧ (eff 3 = eff −
5 ∨ eff 3 = eff −

4 ) → ↘ ↘ no

1 → 3 eff 7 ↗∧ (eff 7 = τ−) → ↘ ↘ no

1 → 4 eff 7 ↗∧ (eff 7 = τ−) → ↘ ↘ no

1 → 5 eff 7 ↗∧ eff 3 ↗∧ (eff 7 = τ−) → ↘ ↘
∧ (eff 3 = eff −

5 ∨ eff 3 = eff −
4 ) no

2 → 1 eff 3 ↘ ∧ (eff 3 = eff 5 ∨ eff 3 = eff 4) → ↘ ↘ yes

2 �∞ (eff 7 < τ) ∧ (eff 3 ≥ eff 5 ∨ eff 3 ≥ eff 4) → ↘ ↘ yes
∧ (β ≥ max{eff 4, eff 5})

2 → 3 eff 7 ↗∧ eff 3 ↘ ∧ (eff 7 = τ−) → ↘ ↘ no

∧ (eff 3 = eff 5 ∨ eff 3 = eff 4)

2 → 4 eff 7 ↗∧ eff 3 ↗∧ (eff 7 = τ−) → ↘ ↘ no

∧ (eff 3 = eff 5 ∨ eff 3 = eff 4)

2 → 5 eff 7 ↗∧ (eff 7 = τ−) ∧ (eff 3 ≥ eff 5 ∨ eff 3 ≥ eff 4) → ↘ ↘ no

3 → 1 eff 7 ↘ ∧ (eff 7 = τ) ∧ (eff 3 < eff 4) ↗ ↘ ↘ yes

3 → 2 eff 7 ↘ ∧ eff 3 ↗∧ (eff 7 = τ) ∧ (eff 3 = eff −
4 ) ↗ ↘ ↘ no

3 �∞ (eff 7 ≥ τ) ∧ (eff 3 < eff 4 < eff 5) ∧ (ε ≥ τ) ↗ ↘ ↘ yes

3 → 4 eff 4 ↗∨ eff 5 ↘ ↗ ↘ ↘ no

3 → 5 eff 3 ↗∧ (eff 7 ≥ τ) ∧ (eff 3 = eff −
4 ) ↗ ↘ ↘ no

4 → 1 eff 7 ↘ ∧ (eff 7 = τ) ∧ (eff 3 < eff 5) → ↘ ↘ yes

4 → 2 eff 7 ↘ ∧ eff 3 ↗∧ (eff 7 = τ) ∧ (eff 3 = eff −
5 ) → ↘ ↘ no

4 → 3 (eff 7 ≥ τ) ∧ (eff 4 ↘∨ eff 5 ↗) → ↘ ↘ no

4 �∞ (eff 7 ≥ τ) ∧ (eff 3 < eff 5 ≤ eff 4) ∧ (δk′ ≥ τ) → ↘ ↘ yes

4 → 5 eff 3 ↗∧ (eff 7 ≥ τ) ∧ (eff 3 = eff −
5 ) → ↘ ↘ no

5 → 1 eff 7 ↘ ∧ eff 3 ↘ ∧ (eff 7 = τ) → ↘ ↘ yes
∧ (eff 3 = eff 5 ∨ eff 3 = eff 4)

5 → 2 eff 7 ↘ ∧ (eff 7 = τ) ∧ (eff 3 ≥ eff 5 ∨ eff 3 ≥ eff 4) → ↘ ↘ yes

5 → 3 eff 3 ↘ ∧ (eff 7 ≥ τ) ∧ (eff 3 = eff 4) ∧ (eff 4 < eff 5) → ↘ ↘ yes

5 → 4 eff 3 ↘ ∧ (eff 7 ≥ τ) ∧ (eff 3 = eff 5) ∧ (eff 5 ≤ eff 4) → ↘ ↘ yes

5 �∞ (eff 7 ≥ τ) ∧ (eff 3 ≥ eff 5 ∨ eff 3 ≥ eff 4) → ↘ ↘ yes
∧ (δtk′′ ≥ τ) ∧ (β ≥ max{eff 4, eff 5})

c1 ≡ (eff 4 < eff 5), c2 ≡ (β ≥ max{eff 4, eff 5}), c3 ≡ (ε ≥ τ),
c4 ≡ (δtk′ ≥ τ), c5 ≡ (δtk′′ ≥ τ)

Each of these constraints may be satisfied or not, depending on the initial values
and the parameterisation. This yields 25 = 32 theoretically possible behaviours.
Since δtk′′ ≥ δtk′ , we have c4 ⇒ c5. Furthermore, if c1 holds, then c4 is not
relevant. Therefore 20 different behaviours remain, see Tab. 4. Here, the relation
symbols <,≥ indicate whether a constraint or its negation holds. An irrelevant
value is marked by “−”. After simplification, we obtain 11 possible transition
graphs, which are given in Fig. 4.



Building and Analysing an Integrative Model of HIV-1 RNA 53

Table 4. The 20 behaviours depending on constraints. Def states means that the

system will stay in the corresponding state, once it has reached it

c1 c2 c3 c4 c5 Def states c1 c2 c3 c4 c5 Def states c1 c2 c3 c4 c5 Def states

< < ≥ − ≥ 1, 3 < < ≥ − < 1, 3 < < < − ≥ 1

< < < − < 1 < ≥ ≥ − ≥ 1, 2, 3, 5 < ≥ ≥ − < 1, 2, 3

< ≥ < − ≥ 1, 2, 5 < ≥ < − < 1, 2 ≥ < ≥ ≥ ≥ 1, 4

≥ < ≥ < ≥ 1 ≥ < ≥ < < 1 ≥ < < ≥ ≥ 1, 4

≥ < < < ≥ 1 ≥ < < < < 1 ≥ ≥ ≥ ≥ ≥ 1, 2, 4, 5

≥ ≥ ≥ < ≥ 1, 2, 5 ≥ ≥ ≥ < < 1, 2 ≥ ≥ < ≥ ≥ 1, 2, 4, 5

≥ ≥ < < ≥ 1, 2, 5 ≥ ≥ < < < 1, 2

c1 ∧ ¬c2 ∧ ¬c3 ¬c1 ∧ ¬c2 ∧ ¬c4 c1 ∧ ¬c2 ∧ c3 c1 ∧ c2 ∧ c3 ∧ c5

1

2

3

5

1

2

4

5

1

2

3

5

1

2

3

5

c1 ∧ c2 ∧ c3 ∧ ¬c5 ¬c1 ∧ ¬c2 ∧ c4 ∧ c5 ¬c1 ∧ c2 ∧ c4 ∧ c5 c1 ∧ c2 ∧ ¬c3 ∧ c5

1

2

3

5

1

2

4

5

1

2

4

5

1

2

3

5

c1 ∧ c2 ∧ ¬c3 ∧ ¬c5 ¬c1 ∧ c2 ∧ ¬c4 ∧ c5 ¬c1 ∧ c2 ∧ ¬c4 ∧ ¬c5

1

2

3

5

1

2

4

5

1

2

4

5

Fig. 4. Transition graphs

Adding new constraints. Note that 7 graphs are indeterministic. If the au-
tomaton is initialised in state 5, the successor state could be 1, 2, 3 or 4. In order
to simplify the queries in Sect. 6, we eliminate this indeterminism by introducing
additional constraints. Define
tm = min{t ∈ IR≥0 | eff 3(hnRNPA1 (t)) = eff 4 or eff 3(hnRNPA1 (t)) = eff 5}, if
the minimum exists, and tm = −1, otherwise. Given the constraints



54 A. Bockmayr et al.

c6 ≡ (tm ≥ 0 ∧ eff 7(hnRNPA1 (tm), r0) ≥ τ) and
c7 ≡ (tm ≥ 0 ∧ eff 7(hnRNPA1 (tm), r0) = τ),

the successor state of 5 is

⎧⎨
⎩

1, if c7

2, if ¬c6

3 or 4, if c6 ∧ ¬c7

Together with c1, . . . , c5, the constraints c6, c7 allow us to define 25 = 3 × 7 +
4 deterministic transition graphs, which cover the possible behaviours in the
deterministic case.

6 Biological Queries and Property Synthesis

Now we are able to answer biological queries, which could be expressed in
CTL [12]. The result will be either a failure ∅, which means that the property is
always false, or parameterisation and initialisation conditions will be synthesised
that correspond to the desired behaviour. These conditions involve either the
constraints c1, . . . , c7 or the initialisation hypotheses Hi, i = 1, . . . , 5, expressing
that Di(h0, r0) is satisfied.

Suppose for example that we want to determine how one can reach state 2.
From Tab. 4, we can see that are two possibilities: either the automaton starts
already in state 2 (H2), or it starts in state 5 (H5), and then transits to state 2.
In order to get a transition from 5 to 2, constraint ¬c6 must be satisfied. This
leads to an expression of the form

H2 ∨ [ H5 ∧ ¬c6 ∧ C] .

To determine C, we number the 11 transition graphs in Tab. 4 from left to right
and from top to bottom, keeping only the graphs 1, 2, 3, 5, 6, 9, 11 which
enable the transition 5 → 2. Thus C is a disjunction of constraints describing
the remaining graphs :

C =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

c1 ∧ ¬c2 ∧ ¬c3

∨ ¬c1 ∧ ¬c2 ∧ ¬c4

∨ c1 ∧ ¬c2 ∧ c3

∨ c1 ∧ c2 ∧ c3 ∧ ¬c5

∨ ¬c1 ∧ ¬c2 ∧ c4 ∧ c5

∨ c1 ∧ c2 ∧ ¬c3 ∧ ¬c5

∨ ¬c1 ∧ c2 ∧ ¬c4 ∧ ¬c5

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

After simplification of C, we obtain

H2 ∨
⎡
⎣ H5 ∧ ¬c6 ∧

⎛
⎝ c1 ∧ ¬c5

∨ ¬c2 ∧ c5

∨ ¬c4 ∧ ¬c5

⎞
⎠
⎤
⎦

Further examples of biological queries and answers are given in Tab. 5.
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Table 5. Synthesising conditions to satisfy the goals

Query/Goal Conditions

1) Reach state 3 [H5 ∧ c1 ∧ (¬c2 ∨ ¬c5) ∧ c6 ∧ ¬c7] ∨H3

1’) Reach and exit from state 3 ¬c3 ∧ [(H5 ∧ c1 ∧ (¬c2 ∨ ¬c5) ∧ c6 ∧ ¬c7) ∨H3]
2) Transit from {1,2} to {3,4,5} ∅

3) Reach state 2 H2 ∨ [H5 ∧ ¬c6 ∧
(c1 ∧ ¬c5 ∨ ¬c2 ∧ c5 ∨ ¬c4 ∧ ¬c5)]

Query 1 yields the well-known qualitative biological conditions to be in the
state which produces the rev mRNA [13]. In order to be validated, our model
should give a positive answer to this query and produce some sufficient conditions.

Query 2 corresponds to a question where we expect a negative answer. Simi-
larly to Query 1, the result is a priori well-known. It concerns the crucial switch
between the early and late phase in the virus life cycle. In a validated model,
the virus cannot switch back from the late to the early phase. Thus the negative
answer agrees with biological knowledge.

Correct answers to such queries give a partial validation of the integrative
model. Furthermore, the hybrid automaton allows us to synthesise sufficient
conditions for a given property.

Since our model is in accordance with existing biological knowledge, we may
also ask a different type of query, where we do not know the answer yet. Query 3
can be seen as a biological exploration based on a formal model. The answer
shows that, given the production of hnRNP A1 proteins, state 2 can be reached
only from state 5. Thus, tat1 mRNA production is only possible after tat2 mRNA
production. Our model suggests that by increasing the concentration of the re-
pressor proteins hnRNP A1, the system may switch from the early to the late
phase. This observation corresponds to a new biological hypothesis, which should
be verified experimentally.

7 Conclusions and Perspectives

Our approach combines single-site and multi-site modeling approaches of the al-
ternative splicing regulation. The integration is achieved by an hybrid automaton
with default reasoning, in accordance with available biological knowledge. The
splice efficiency is used as a time-scale abstraction of the local behaviour at one
site inside a more global multi-site model. For the experimental biologist, this in-
tegrative model serves as a computational tool to study a fine-grained biological
process on different scales. In particular, one can analyze the effect of the local
regulation at one site on the global regulation involving different sites. On the
one hand, the above queries may validate the biological hypotheses underlying the
model. On the other hand, they may suggest future experiments by focusing on
one particular process of interest, which remains difficult for classical approaches.
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Our integrative model is partially validated by biological queries on its qual-
itative behaviour. An hybrid automaton appears to be an efficient model to
represent the switching conditions between the early and the late phase, despite
the lack of numerical values.

The present qualitative analysis concerns only one instantiation of the generic
hybrid automaton, which consists in increasing the concentration of hnRNP A1
proteins. Thus our model is validated only in this situation. In order to generalise
our approach, we could study the effect of other regulatory proteins in order to
extract novel biological hypotheses, which may initiate new experimental work.

In a virological study of the HIV-1 life cycle, Hammond [14] describes the
variation of the proteins translated from mRNAs. His study does not take into
account the effect of alternative splicing. In future work, we plan to introduce
the alternative splicing regulation in Hammond’s model of the virus life cycle.
The variation of the viral proteins can be represented by additional constraints
in the hybrid automaton. Using this approach, our goal is to develop a more
dynamic model of alternative splicing regulation, and to quantify the effects of
this complex biological process in the HIV-1 life cycle.
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Abstract. In the field of biological regulation, models extracted from
experimental works are usually complex networks comprising intertwined
feedback circuits. R. Thomas and coworkers introduced a qualitative de-
scription of the dynamics of such regulatory networks, called the gen-
eralized logical analysis, and used the concept of circuit-characteristic
states to identify all steady states and functional circuits. These charac-
teristic states play an essential role on the dynamics of the system, but
they are not represented in the state graph. In this paper we present an
extension of this formalism in which all singular states including charac-
teristic ones are represented. Consequently, the state graph contains all
steady states. Model checking is then able to verify temporal properties
concerning singular states. Finally, we prove that this new modeling is
coherent with R. Thomas’ modeling since all paths of R. Thomas’ dy-
namics are represented in the new state graph, which in addition shows
the influence of singular states on the dynamics.

1 Introduction

Biological regulatory systems are often complex networks comprising several
intertwined feedback circuits. The behavior of such systems is extremely anti-
intuitive and cannot be solved without adequate formalization. They can be ac-
curately described by non-linear ordinary differential equations [1, 2, 3, 4] which,
however, cannot be solved analytically and use kinetic parameters which are
most often unknown. The generalized logical analysis developed by R. Thomas
and coworkers [5, 6, 7, 8] to describe biological regulatory networks extracts the
essential qualitative features of the dynamics of such systems by logical parame-
ters [9, 5] which can take a finite number of values. But some states, the singular
states, are not explicitly represented in the state graph obtained with this for-
malism whereas they can be steady. Even if the steady singular states can be
detected with the concept of circuit-characteristic states [10, 11], it is not possi-
ble to use model checking for verifying temporal properties concerning singular
states. This paper provides, in section 2, our extension of R. Thomas’ modeling.
This new formalism considers the singular states and consequently represents all
the steady states of a classic continuous description of regulatory networks. This
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continuous description is also the ground of the work of R. Thomas. Section 3
presents this description and shows, by the introduction of a discretisation map,
why our qualitative modeling extracts similarly its essential qualitative features.
Then we study in section 4 how the introduction of singular states gives a new
light on the properties of characteristic states of feedback circuits. Finally con-
clusions and perspectives are presented.

2 Qualitative Dynamics of Regulatory Networks

In our qualitative approach, the entities of a biological regulatory network, often
macromolecules or genes, have discrete expression levels defined as qualitative
values.

Definition 1 (Qualitative Values). A qualitative value, denoted by |a, b|,
is a couple of integers (|a, b| ∈ IN2) where a ≤ b. The relations =,<,>,⊆ are
defined for two qualitative values |a, b| and |c, d| by:

– |a, b| = |c, d| if a = c and b = d.
– |a, b| < |c, d| if (b < c) or (b = c and (a < b or c < d))
– |a, b| > |c, d| if |c, d| < |a, b|
– |a, b| ⊆ |c, d| if (|a, b| = |c, d|) or (a = b and c < a and b < d) or (a < b and

c ≤ a and b ≤ d).

Intuitively, if a < b then |a, b| is said singular and represents the open interval
]a, b[. Otherwise, if a = b then |a, b| is said regular and represents the closed
interval [a, b] which only contains the integer a. Then two qualitative values are
comparable if the corresponding intervals are not overlapping and the relation ⊆
is simply the inclusion relation between these intervals. To shorten the notation
of the qualitative values we denote by |a| the regular qualitative value |a, a|.

Interactions between biological entities are classically represented by directed
graphs, where vertices abstracts biological entities and edges their interactions.
In the sequel we denote by #S the cardinal of a set S and by G−(v) (resp.
G+(v)) the set of predecessors (resp. successors) of a vertex v in a graph G.

Definition 2 (QRN). A qualitative regulatory network (QRN for short) is a
labelled directed graph N = (V,E) where:

– each vertex v ∈ V , called variable, represents a biological entity. The set
Qv of all possible qualitative expression levels of v is defined as Qv =
{|0|, |0, 1|, |1|, ..., |q − 1|, |q − 1, q|, |q|, ..., |#N+(v)|}.

– each edge u → v ∈ E, called interaction, is labelled by a couple (αuv, quv)
where αuv is the sign of the interaction (αuv = + (resp. αuv = −) if
u → v is an activation (resp. inhibition)) and where quv is an integer in
{1, 2, ...,#N+(u)} such that quv �= quw for all w ∈ N+(u) distinct from v.
The threshold tuv of the interaction is defined as tuv = |quv − 1, quv|.

At a given time, the data made of the expression level of each variable is called
the state of the network.
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Definition 3 (States of a QRN). Let N = (V,E) be a QRN . A state x of N
is a vector x = (xv)v∈V such that xv ∈ Qv for all v ∈ V . A state is said singular
if one of its component is singular and regular otherwise.

As a majority of biological interactions behave in a cooperative way and have
a sigmoid nature, they are in a QRN labelled by thresholds and they model
switch-like reactions: at a given state x, an interaction u → v is said effective
when xu > tuv, not effective when xu < tuv and uncertain when xu = tuv.
Thus xu = |q| means that u is an effective regulator for q of its successors and
xu = |q, q + 1| means that u is an effective regulator for the same q successors
and it is an uncertain regulator for the successor v such that tuv = xu (v exists
inevitably).

Definition 4 (Resources). Let N = (V,E) be a QRN , v be a variable of N
and x be a state of N . The sets of regular resources Rv(x) and singular resources
Sv(x) of v at the state x are given by:

– Rv(x) = {u ∈ N−(v) | (xu > tuv and αuv = +) or (xu < tuv and αuv = −)}
– Sv(x) = {u ∈ N−(v) | xu = tuv}

A regular resource of v is a variable which acts positively on v, that is to say an
effective activator or a non effective inhibitor of v. A singular resource is just an
uncertain regulator.

Definition 5 (Qualitative Model). A qualitative model M of a QRN N =
(V,E) is a couple M = (N, K) where K = {Kv,ω | v ∈ V and ω ⊆ N−(v)} is a
set of integers, called qualitative parameters, such that :

– if ω = ∅ then Kv,ω = 0 and Kv,ω ∈ {0, 1, ...,#N+(v)} otherwise.
– if ω ⊆ ω′ then Kv,ω ≤ Kv,ω′ .

At a given state x, the expression level of a variable v evolves toward a qualitative
value according to its regular and singular resources. This qualitative value,
called attractor and noted Av(x), is defined with two parameters indexed by the
regular and singular resources of v:

Definition 6 (Attractors). Let M = (N, K) be a qualitative model and x be
a state of N . The attractor Av(x) of v ∈ V at the state x is :

Av(x) =
∣∣∣Kv,Rv(x),Kv,Rv(x)∪Sv(x)

∣∣∣
At a given state x, if v does not have singular resources (Sv(x) = ∅) then it
evolves toward the qualitative value |Kv,Rv(x)|. Otherwise (Sv(x) �= ∅) v has sin-
gular resources and evolves toward an expression level greater than |Kv,Rv(x)|,
i.e. the case where all the singular resources are not regarded as regular resources,
and less than |Kv,Rv(x)∪Sv(x)|, i.e. the case where all the singular resources
are regarded as regular resources: |Kv,Rv(x)| < |Kv,Rv(x),Kv,Rv(x)∪Sv(x)| <
|Kv,Rv(x)∪Sv(x)| if |Kv,Rv(x)| < |Kv,Rv(x)∪Sv(x)|. Naturally, if xv < Av(x) then
v tends to increase, if xv > Av(x) then v tends to decrease, and otherwise
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(xv ⊆ Av(x)) v is steady. A steady state is thus a state where all the variables
are steady, that is, a state x such that for all variable v ∈ V :

|Kv,Rv(x)| = xv = |Kv,Rv(x)∪Sv(x)| or |Kv,Rv(x)| < xv < |Kv,Rv(x)∪Sv(x)| (1)

In section 4, we show how these static constraints (in which the dynamics of
the system does not matter) can be used for the detection of homeostasis and
multistationnarity. It can be proved that these constraints are equivalent to those
given by E. H. Snoussi and R. Thomas in [10].

To sum up, we deduce from a model the tendencies of variables at each state,
which is sufficient to define its dynamics with the following state graph.

Definition 7 (State Graph). The state graph of a qualitative model M =
(N, K), is a directed graph where the set of vertices is the set of states of N , and
where x → y is an edge, called transition, if there is a variable v verifying :

for all u �= v, yu = xu and
{

yv = Δ+(xv) if xv < Av(x)
yv = Δ−(xv) if xv > Av(x)

with Δ+ and Δ− the evolution operators defined by:

Δ+(α) =
{ |q, q + 1| if α = |q|
|q| if α = |q − 1, q| and Δ−(α) =

{ |q − 1, q| if α = |q|
|q| if α = |q, q + 1|

In this definition two variables cannot evolve simultaneously towards their re-
spective attractors, the state graph is thus asynchronous and can be deduced
from a synchronous one as in [6]. Indeed, when several variables tend to evolve at
a given state, additional information (time delays associated to each transition
[8]) is needed to select which one first changes. As this information is most often
unknown, all possible transitions are considered. Thus the system is non de-
terministic and can translate the stochastic character of biological interactions.
Consequently, a state for which n variables tend to evolve has n successors. In
particular, if n = 0 then the state is steady and does not have any successor.

A qualitative model in R. Thomas’ approach can be defined in the same way
but the state graph deduced from it just gives transitions between regular states.
Indeed, in R.Thomas’ state graph of a model M = (N, K) the vertices are all
the regular states of N and x → y is a transition if there is a variable v verifying:

for all u �= v, yu = xu and
{

yv = |q + 1| if xv < Av(x)
yv = |q − 1| if xv > Av(x) with |q| = xv

As we can see in figure 1, for a given model, R. Thomas’ state graph is present
in our state graph: our state graph can be viewed as a refinement of R. Thomas’
one formally expressed in theorem 3.

We now illustrate our formalism with the QRN N = (V,E) whose representa-
tion is given in figure 1. It represents a small genetic network controlling the mu-
cus production of Pseudomonas aeruginosa [12, 13, 14]. We have V = {u, v} and
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QRN

u v

+,1

−,1

+,2

states x symbolic attractors attractors tendencies
xu xv Au(x) Av(x) Au(x) Av(x) u v
|0| |0| |Ku,{v}| |Kv,∅| |2| |0| ↗ �
|0| |0, 1| |Ku,∅, Ku,{v}| |Kv,∅| |0, 2| |0| ↗ ↘
|0| |1| |Ku,∅| |Kv,∅| |0| |0| � ↘

|0, 1| |0| |Ku,{v}| |Kv,∅, Kv,{u}| |2| |0, 1| ↗ ↗
|0, 1| |0, 1| |Ku,∅, Ku,{v}| |Kv,∅, Kv,{u}| |0, 2| |0, 1| � �
|0, 1| |1| |Ku,∅| |Kv,∅, Kv,{u}| |0| |0, 1| ↘ ↘
|1| |0| |Ku,{v}| |Kv,{u}| |2| |1| ↗ ↗
|1| |0, 1| |Ku,∅, Ku,{v}| |Kv,{u}| |0, 2| |1| � ↗
|1| |1| |Ku,∅| |Kv,{u}| |0| |1| ↘ �

|1, 2| |0| |Ku,{v}, Ku,{u,v}| |Kv,{u}| |2| |1| ↗ ↗
|1, 2| |0, 1| |Ku,∅, Ku,{u,v}| |Kv,{u}| |0, 2| |1| � ↗
|1, 2| |1| |Ku,∅, Ku,{u}| |Kv,{u}| |0, 2| |1| � �
|2| |0| |Ku,{u,v}| |Kv,{u}| |2| |1| � ↗
|2| |0, 1| |Ku,{u}, Ku,{u,v}| |Kv,{u}| |2| |1| � ↗
|2| |1| |Ku,{u}| |Kv,{u}| |2| |1| � �

R. Thomas’ state graph state graph

|0| |1|

��

|1| |1|�� |2| |1|

|0| |0| �� |1| |0|

��

�� |2| |0|

��
|0| |1|

��
|0, 1| |1|��

��
|1| |1|�� |1, 2| |1| |2| |1|

|0| |0, 1|
��

�� |0, 1| |0, 1| |1| |0, 1|

��

|1, 2| |0, 1|

��

|2| |0, 1|

��

|0| |0| �� |0, 1| |0| ��

��

|1| |0|

��

�� |1, 2| |0|

��

�� |2| |0|

��

Fig. 1. The table gives, all the states of the QRN , the attractors of variables at each

state, the values of the attractors deduced from the qualitative model where Ku,∅ = 0,

Ku,{v} = 2, Ku,{u} = 2, Ku,{u,v} = 2, Kv,∅ = 0 and Kv,{u} = 1, and finally the

corresponding tendencies (↗ if xu < Au(x), ↘ if xu > Au(x) and � if xu ⊆ Au(x)).

These tendencies allow us to construct our state graph and R. Thomas’ one

E = {u → u,u → v, v → u}. Variable u activates v and itself (αuu = αuv = +)
when its expression level respectively reaches the thresholds tuv = |0, 1| and
tuu = |1, 2|. In return, variable v inhibits u (αvu = −) when its expression
level reaches the threshold tvu = |0, 1|. Consequently, the possible expression
levels of u are Qu = {|0|, tuv, |1|, tuu, |2|} and those of v are Qv = {|0|, tvu, |1|}.
Thus 15 states are associated to the network, 6 are regular and 9 are singular
(see the table of figure 1). The qualitative parameters corresponding to N are
Ku,∅,Ku,{u},Ku,{v},Ku,{u,v} ∈ {0, 1, 2} and Kv,∅,Kv,{u} ∈ {0, 1}. The attrac-
tors expressed with the qualitative parameters are given in the table of figure 1.
For a given model, the values of attractors allows us to deduce the tendencies of
each variable at each state and to build, for both formalisms, the corresponding
state graphs. For example, at the state ([1|, |0|) both u and v have an expression
level less than their attractors (respectively equal to |2| and |1|) and thus both
variables tend to increase. Consequently ([1|, |0|) has two successors:

– in our state graph we have (|1|, |0|) → (|1, 2|, |0|) for the increase of u and
(|1|, |0|) → (|1|, |0, 1|) for the increase of v.

– in R. Thomas’ state graph we have (|1|, |0|) → (|2|, |0|) for the increase of u
and (|1|, |0|) → (|1|, |1|) for the increase of v.
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One can notice that our state graph contains two more steady states than R.
Thomas’ one (they are both singular states).

3 Discretization Map

R. Thomas’ approach has been built as a discretization of the continuous ap-
proach presented in this section. Our formalism can also be viewed as a dis-
cretization of this description, which gives the dynamics of the regulatory net-
works defined as follow.

Definition 8 (RN). A regulatory network (RN for short) is a labelled directed
graph N = (V,E) where :

– each vertex v of V , called variable, represents a biological entity,
– each edge u → v of E, called interaction, is labelled by a couple (αuv, θuv)

where αuv is the sign of the interaction and where θuv ∈ IR+ is its threshold.

To each variable v of N = (V,E) is associated a continuous variable xv ∈ IR+

which represents its expression level. At a given time, each variable xv has a
unique expression level and the vector x = (xv)v∈V defines the state of the
RN . The continuous dynamics of N can be given by the following system of
piecewise-linear differential equations [9]:

dxv

dt
= Sv(x) − λvxv ∀v ∈ V with Sv(x) =

∑
u∈N−(v)

Iαuv (xu, θuv) (2)

where λv > 0 is the degradation coefficient of v, Sv(x) is its synthesis rate and
Iαuv is a step function (figure 2) describing the effect of u on the synthesis rate
of v:

I+(xu, θuv) =
{

0 if xu < θuv

kuv if xu > θuv
I−(xu, θuv) =

{
kuv if xu < θuv

0 if xu > θuv

With such a definition, Iαuv is undefined for xu = θuv. A state in which there is
at least one variable on a threshold is thus called a singular state. To define the
system (2) for the singular states E. H. Snoussi and R. Thomas proposed in [10]
to represent the uncertain influence of u on v when xu = θuv by an open interval:
Iαuv (θuv, θuv) =]0, kuv[. This interval represents the set of possible effects of u
on v strictly included between the case where u acts on v (xu > θuv) and the
case where it does not (xu < θuv). Then the system has to be seen as a system
of differential inclusions [15]:

dxv

dt
∈ Sv(x) − λvxv ∀v ∈ V with Sv(x) =

∑
u∈N−(v)

Iαuv (xu, θuv) (3)
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Definition 9 (Model). A model M is a tuple M = (N , k, λ) where N =
(V,E) is a RN , k = {kuv}u→v∈E is the set of parameters associated to each
interaction, and λ = {λv}v∈V is the set of degradation rates associated to each
variable.

Definition 10 (Discretization Map). Let N be a RN and u a variable. The
discretization map du : 2IR+ \∅ → IN2 is defined for all non empty open intervals
I =]α,β[ and for all singletons I = [α,β] with α = β by :

du(I) =
∣∣∣ #{θ ∈ Θu | θ < α} , #{θ ∈ Θu | θ ≤ β}

∣∣∣
where Θu = {θuv | v ∈ N+(u)} is the set of out-thresholds of u.

Let us highlight some properties of du which are useful in the sequel. The order
relations <, > and ⊆ on non empty open intervals and singletons are defined
similarly to the corresponding order relations on qualitative values. Thus, du is
an increasing function: if A < B then du(A) ≤ du(B). Then if du([α, α]) = |a|
and du([β,β]) = |b| with α ≤ β we have du(]α,β[) = |a, b|. Finally du(A) ⊆ du(B)
iff A ⊆ B, in particular du([α, α]) ⊆ du(B) iff α ∈ B. In the remainder, for a
singleton [α, α], du(α) denotes du([α, α]) by abuse of notation.

Definition 11 (Qualitative Form). The qualitative form of a RN N =
(V,E) is the QRN N = (V,E) such that each interaction u → v has the sign of
the corresponding interaction in N and is such that tuv = du(θuv).

According to the previous definition, a RN has a qualitative form iff it has
no variable which acts on two successors with the same threshold, but it is a
marginal case since thresholds are real values a priori different.

Let N be a RN and N its qualitative form. The discretization du(xu) of
a continuous expression level xu is a qualitative expression level of u in N :

v

u

+,θuv
���������

−,θuw ���������

w

xu

I+(xu, θuv)

0
0 θuv

kuv

xu

I−(xu, θuw)

0
0 θuw

kuw

xuDiscretization:
|0| |0, 1| |1| |1, 2| |2|

Fig. 2. Step functions associated to the interactions u → v and u → w with θuv < θuw

and discretization of the expression levels of u
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du(xu) ∈ Qu (figure 2). Thus each continuous state of N corresponds to one
qualitative state of N but a qualitative state of N can correspond to an infinity
of continuous states of N . To link the states of N with those of N we define
Dv : Qv → 2IR+ and D :

∏
v∈V Qv →

∏
v∈V 2IR+ by:

Dv(xv) = {xv ∈ IR+ | dv(xv) = xv} and D(x) = (Dv(xv))v∈V

Dv(xv) and D(x) are respectively called the domains of xv and x. Let M =
(N , k, λ) be a model. The differential equation system (3) has one analytic solu-
tion on each domain D(x) where x is regular. For the initial state of the system
x0 ∈ D(x), the solution is:

xv(t) = Av(x0) − (Av(x0) − x0
v)e−λvt ∀v ∈ V with Av(x) =

Sv(x)
λv

Thus all continuous states of the domain D(x) tend to the same constant state
A(x0) = (Av(x0))v∈V called the attractor of the domain D(x). If A(x0) ∈ D(x),
all states of D(x) will never go out of the domain D(x) and they will reach (in
+∞) the continuous steady state A(x0). Otherwise, if A(x0) �∈ D(x), then a
state x of D(x) will evolve towards Av(x0) until it goes out of the domain D(x).
Outside the domain, the solution of the system is not the same and the attractor
is modified. In such a case the state Av(x0) can never be reached. To sum up,
at the state x if xv < Av(x) (resp. xv > Av(x)) then v tends to increase (resp.
decrease) and if xv = Av(x) then v is steady.

If x ∈ D(x) with x a singular state then x is also singular and there is at
least one variable u such that xu = θuv with v ∈ N+(u). Thus Av(x) is an open
interval and the tendencies of v are defined in the same way except that v is
considered steady if xv ∈ Av(x).

Definition 12 (Qualitative Form of a Model). The qualitative form of a
model M = (N , k, λ) is the qualitative model M = (N, K) such that N is
the qualitative form of N and such that for all parameters Kv,ω of K we have
|Kv,ω| = dv(

∑
u∈ω

kuv

λv
) .

Notice that M has a qualitative form iff (
∑

u∈ω
kuv

λv
) �∈ Θv for all v and

ω which is a reasonable hypothesis. By setting down |Kv,ω| = dv(
∑

u∈ω
kuv

λv
)

we respect the constraints given in the definition of qualitative parameters. In-
deed, if ω = ∅ then Kv,ω = 0 and dv(

∑
u∈ω

kuv

λv
) = dv(0) = |0|. Otherwise,

Kv,ω ∈ {0, 1, ...,#N+(v)} and since (
∑

u∈ω
kuv

λv
) �∈ Θv we have dv(

∑
u∈ω

kuv

λv
) ∈

{|0|, |1|, ..., |#N+(v)|}. Then, if ω ⊆ ω′ we have
∑

u∈ω
kuv

λv
≤ ∑

u∈ω′
kuv

λv
and

since dv is an increasing map we have dv(
∑

u∈ω
kuv

λv
) ≤ dv(

∑
u∈ω′

kuv

λv
), that is

Kv,ω ≤ Kv,ω′ .

Theorem 1. Let M be a model and M its qualitative form. For all variable u,
for all qualitative state x of M and for all continuous state x ∈ D(x) of M, we
have Au(x) = du(Au(x)).
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Proof. According to the definition of du, we have xu > tuv iff xu > θuv, xu < tuv

iff xu < θuv and xu = tuv iff xu = θuv. Thus u ∈ Rv(x) iff Iαuv (xu, θuv) =
kuv and u ∈ Sv(x) iff Iαuv (xu, θuv) =]0, kuv[. Thus, if Sv(x) = ∅ we have
Av(x) = |Kv,Rv(x)| and Av(x) =

∑
u∈Rv(x)

kuv

λv
. Since

∑
u∈Rv(x)

kuv

λv
�∈ Θv we

have Au(x) = du(Au(x)). If Sv(x) �= ∅ we have Av(x) = |Kv,Rv(x),Kv,Rv(x)∪Sv(x)|
and Av(x) =

∑
u∈Rv(x)

kuv

λv
+
∑

u∈Sv(x)
]0,kuv[

λv
. Thus Av(x) is equal to the open

interval ]α,β[=]
∑

u∈Rv(x)
kuv

λv
,
∑

u∈Rv(x)∪Sv(x)
kuv

λv
[. Since α and β are not in Θv

we have Au(x) = du(Au(x)).

Consequently we have, for all x ∈ D(x) and for each variable v, xv < Av(x)
iff xv < Av(x) and xv > Av(x) iff xv > Av(x). Thus if v is not steady, it tends
to evolve in the same way at the state x and at the state x ∈ D(x). Moreover,
xv ⊆ Av(x) iff there exists x ∈ D(x) such that xv = Av(x) or xv ∈ Av(x). So if
v is steady at the state x then v can be steady in D(x). Thus, a qualitative state
x is steady iff there is a continuous steady state in D(x). We can sketch these
properties by saying that the dynamics of M extracts the essential qualitative
features of the dynamics of M, and in particular both kinds of dynamics have
the same number of steady states.

In practice, the values of the kinetic parameters k and λ are most often
unknown. If we want to carry out a continuous modeling of a biological system,
an infinity of models has to be considered corresponding to all the possible values
of real parameters. The qualitative parameters K which define the dynamics of
a QRN (definition 5) are also most often unknown but they can take a finite
number of qualitative values. Then we can use the following fruitful exhaustive
strategy to model a system: to generate all the models with the aim to select
those which give a dynamics coherent with the experimental knowledge of the
system. We have developed a software, called SMBioNet [16], which automatically
carries out this generation and selection of models using three approaches :
feedback circuit functionality, temporal logic and model checking. It has been
used successfully to model the mucoidy and the cytotoxicity of Pseudomonas
aeruginosa [13, 14].

4 Circuit Characteristic States

The most important generalized logical analysis concepts are certainly those of
positive and negative circuits, which respectively generate multistationarity and
cycle in the state graph, when the corresponding circuit is functional [17, 18,
19, 20, 21]. These concepts are especially important when modeling biological
systems where differentiation and homeostasis need to be represented [13, 14]. A
circuit is said positif (resp. negatif) when it contains an even (resp. odd) number
of inhibitions. It is said functionnal when there is a steady circuit characteristic
state (which is singular by definition) associated to it [10]. Consequently, the
steady singular states play an essential role on the dynamics of a system. A
characteristic state of a circuit is a singular state in which the set of uncertain
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interactions is equal to the set of edges of the circuit. This notion of characteristic
state can be extended to the union of disjoint circuits.

Definition 13 (Characteristic State). Let N be a QRN and C be a circuit
of N . A state x is a characteristic state of C if C =

⋃
v∈V {u → v | u ∈ Sv(x)}.

Some examples of circuits with their characteristic states are given in Figure 3.
E. H. Snoussi and R. Thomas proved for their formalism that a singular state can

u1 ��

2
		
v

1



 2
��

C1 = {u → u} C2 = {v → v} C3 = {u → v, v → u} C1 ∪ C2
xu xv

|0, 1| |0|
|0, 1| |1|
|0, 1| |2|

xu xv

|0| |1, 2|
|1| |1, 2|
|2| |1, 2|

xu xv

|1, 2| |0, 1|
xu xv

|0, 1| |1, 2|

Fig. 3. Characteristic states of all the circuits and unions of disjoint circuits in a

QRN (C1 and C2 have three characteristic states and the others only one). The inter-

actions of are not labelled by any sign since they do not play a role in the definition of

characteristic states

be steady only if it characterizes a feedback circuit. This property is preserved
in our qualitative modeling.

Theorem 2. Among singular states, only characteristic ones can be steady.

Proof. Let N = (V,E) be a QRN and let x a non characteristic singular state.
Then there is an edge v → w such that v is a singular resource of w and such
that all resources of v are regular. Then xv is a singular value and the attractor
Av(x) is a regular qualitative value: Av(x) = |Kv,Rv(x)| since Sv(x) = ∅. A
singular qualitative value cannot be contained in a regular one, thus xv �⊆ Av(x)
and x cannot be steady.

We now compare the dynamics of models for which some circuits are func-
tional in both modelings with the aim to hightlight how the presence of singular
states makes more explicit the functionality. Let us start with the example of
figure 4. In both formalisms, homeostasis induced by the stationarity of the nega-
tive circuit characteristic state is represented. But the steady characteristic state
towards which tends the softened oscillation, representing the homeostasis, in the
continuous description is represented in our state graph while the homeostasis is
reflected as an infinite oscillation in R. Thomas’ one. Thus, our state graph ex-
tracts more precisely the qualitative features of the continuous formalism. Notice
that the paths of R. Thomas’ state graph do not correspond to paths between
regular states in our state graph. The presence a of steady characteristic state of
a negative loop is the only case where R. Thomas’ state graph is not “included”
in our state graph (see theorem 3 for formal explanation). In a general way, the
softening generated by the functionality of negative circuits is not represented
in R. Thomas’ modeling. That can lead to a confusion about the interpretation
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N R. Thomas’ state graph state graph

v −,1�� |0|

|1|�� |0| �� |0, 1| |1|��

Fig. 4. State graphs, in the two approaches, deduced from the model M = (N, {Kv,∅ =

0, Kv,{v} = 1}) which makes functional the negative circuit N

of the circuit functionality. Let us consider the QRN of figure 1 containing a
negative and a positive circuit. The model presented in the same figure makes
functional both circuits, there is two steady singular states (equation 1) which
are characteristic of both circuits, and thus multistationarity and homeostasis
are predicted. For the homeostasis let us remark that our state graph describes a
dynamics in which infinite and softened oscillations are possible. For the multi-
stationnarity, in R. Thomas’ state graph there is only one steady state and from
each state it is possible to reach it. The state graph does not really illustrate
the multistationarity. In our state graph, the presence of all the steady states
(two singular steady states and the previous regular one) makes more explicit
the multistationarity. In both state graphs, the paths between regular states are
coherent. Indeed, each transition x → z of R. Thomas’ state graph corresponds,
in our state graph, to a path x → y → z where y is the singular state adjacent
to the regular states x and z. Note that, according to the following theorem, for
all models deduced from this network, R. Thomas’ state graph is “included” in
our one since the network does not contain a negative loop.

Theorem 3. Let x → z be a transition of R. Thomas’ state graph deduced
from a qualitative model, and let v be the only variable which evolves during the
transition x → z (xv �= zv). Let y be the singular state adjacent to x and z defined
by : yu = xu = zu for all u �= v and, setting down xv = |q|, yv = |q, q + 1| if
zv = |q + 1| and yv = |q − 1, q| if zv = |q − 1|. Then our state graph contains the
path x → y → z if yv �⊆ Av(y) (yv ⊆ Av(y) imposes that y is a characteristic
state of the negative circuit v → v).

Proof. As x is a regular state, we have Av(x) = |Kv,Rv(x)|. Let us suppose that
xv = |q| < |Ku,Ru(x)|. We have yv = |q, q + 1| and so x → y is a transition of our
state graph. Moreover, zv = |q + 1| since x → z is a transition of R. Thomas’
state graph.

As yv is the only component of y which is singular, y is not a characteristic
state if v does not regulate itself or if it regulates itself with a threshold not
equal to yv. In this case, Sv(y) = ∅ and Av(y) = |Kv,Rv(y)| = |Kv,Rv(x)|. Thus
y → z is a transition of our state graph since |q| < |Ku,Ru(x)| implies that
|q, q + 1| < |Ku,Ru(x)|.

If y is a characteristic state (v regulates itself and tvv = yv) then Sv(y) = {v}.
Thus, if αvv = + then Av(y) = |Kv,Rv(y),Kv,Rv(y)∪{v}| = |Kv,Rv(x),Kv,Rv(x)∪{v}|.
So yv = |q, q + 1| < |Kv,Rv(x),Kv,Rv(x)∪{v}| and y → z is a transition of our
state graph (if αvv = + then v cannot be steady at the state y). Otherwise, if
αvv = − then Av(y) = |Kv,Rv(y),Kv,Rv(y)∪{v}| = |Kv,Rv(x)\{v},Kv,Rv(x)|. So, if
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v is not steady at the state y we have yv = |q, q + 1| �⊆ |Kv,Rv(x)\{v},Kv,Rv(x)|
which implies that q < Kv,Rv(x)\{v} equivalent to q + 1 ≤ Kv,Rv(x)\{v}. Thus
|q, q + 1| < |Kv,Rv(x)\{v},Kv,Rv(x)| and y → z is a transition of our state graph.

In the other case, if xv = |q| > |Ku,Ru(x)|, the proof is similar.

5 Conclusions and Perspectives

In this paper we present a new qualitative modeling based on the generalized
logical analysis of R. Thomas which allows us to represent the singular states
in the dynamics. Both modeling are built as a dicretization of a piecewise-linear
differential equations system but our modeling, taking into account the singular
states, permits us to represent all the steady states of the continuous dynamics.
In spite of an exponential increase in the number of states, there is not an increase
in the number of models associated to a network. Moreover, the state graph
reflects the softening of the negative functional circuits and it is a refinement of
the dynamics of R. Thomas.

The representation of all steady states is essential to confront with precision
the models to biological knowledge. The concepts of circuit functionality allow us
to select models which present homeostasis and/or multistationarity with only
static constraints, that is inequality constraints for the steadiness of singular
states.

To still go further such static conditions must be reinforced by properties
on the dynamics. To achieve the selection of the acceptable models (with tem-
poral properties coherent with all available biological knowledge) we will take
advantage of the corpus of formal methods. We have already implemented a
user-friendly software, SMBioNet [13, 14, 16] (Selection of Models of Biological
Networks), which allows one to select models of given regulatory networks ac-
cording to their temporal properties. The software takes as input a QRN (with
a graphical interface) and some temporal properties expressed as CTL formulae
and a set of functional circuits. It generates all models associated to the network
which makes functional the specified circuits and gives as output those whose
corresponding R. Thomas’ state graph satisfy the specified temporal properties
(using the NuSMV model checker [22]). Then, the selected models can be used to
make and formally test hypotheses or to run simulations. The input of SMBioNet
not consists to a complex file with several reaction-rules or parameters assign-
ment as in several other tools using a qualitative approach to model biological
regulatory networks [23, 24, 25, 26, 27]. Indeed, R. Thomas’ formalism catches the
qualitative structure of a system in a simple graphical object (a QRN) easily
extractable from present biological data. Nevertheless, it is difficult to represent
with this approach a physical change of state of biological entities after an in-
teraction or the formation/breakage of complexes. However, the effectiveness of
the generalized logical analysis has been demonstrated in the study of a number
of genetic regulatory systems [28, 29, 5, 30, 31, 32, 13, 14].

Naturally, a short term perspective is to introduce in this software our new
formalism. The generation of the models making some circuits functional will
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remains the same but the increase in the number of states will makes more dif-
ficult to check a CTL formula. However, this formula will be able to express
temporal properties concerning regular and singular states. To struggle against
this increase of states, we can already propose to automatically remove from
the state graph some singular states, for example those whose the set of succes-
sors is reduced to a single regular state (the states (|1|, |0, 1|), (|1, 2|, |0, 1|) and
(|2|, |0, 1|) can be removed from the state graph of figure 1).

More generally the formal methods can be applied in the field of biological
regulatory networks in order to explicit some behaviors or to take into account
not yet modelled biological knowledge. Let us mention for example that the
introduction of transitions in the regulatory graph could help to specify how
the different regulators cooperate for inducing or repressing their common tar-
get [33]. One can also separate inhibitors from regulators [34] to increase the
readability of the approach, or take into account time delays [8] between the be-
ginning of the activation order and the synthesis of the product and conversely
for the turn-off delays. These constitute ongoing or future works of our genopole
and G3 research groups.

Acknowledgement

We thank genopole-research in Evry for constant supports. In particular we
gratefully acknowledge the members of the genopole working group “observabil-
ity” and G3 for stimulating interactions.

References

1. Sveiczer, A., Csikasz-Nagy, A., Gyorffy, B., Tyson, J., Novak, B.: Modeling the
fission yeast cell cycle: quantized cycle times in wee1- cdc25delta mutant cells.
Proc. Natl. Acad. Sci. U S A. 97 (2000) 7865–70

2. Chen, K., Csikasz-Nagy, A., Gyorffy, B., Val, J., Novak, B., Tyson, J.: Kinetic
analysis of a molecular model of the budding yeast cell cycle. Mol. Biol. Cell. 11
(2000) 369–91.

3. Tyson, J., Novak, B.: Regulation of the eukaryotic cell cycle: molecular antagonism,
hysteresis, and irreversible transitions. J. Theor. Biol. 210 (2001) 249–63

4. Hasty, J., McMillen, D., Collins, J.: Engineered gene circuits. Nature 420 (2002)
224–30

5. Thomas, R., d’Ari, R.: Biological Feedback. CRC Press (1990)

6. Thomas, R.: Regulatory networks seen as asynchronous automata : A logical
description. J. Theor. Biol. 153 (1991) 1–23

7. Thomas, R., Kaufman, M.: Multistationarity, the basis of cell differentiation and
memory. I. structural conditions of multistationarity and other nontrivial behavior.
Chaos 11 (2001) 170–179

8. Thomas, R., Kaufman, M.: Multistationarity, the basis of cell differentiation and
memory. II. logical analysis of regulatory networks in terms of feedback circuits.
Chaos 11 (2001) 180–195



Graph-Based Modeling of Biological Regulatory Networks 71

9. Snoussi, E.: Qualitative dynamics of a piecewise-linear differential equations : a
discrete mapping approach. Dynamics and stability of Systems 4 (1989) 189–207

10. Snoussi, E., Thomas, R.: Logical identification of all steady states : the concept of
feedback loop caracteristic states. Bull. Math. Biol. 55 (1993) 973–991

11. Thomas, R., Thieffry, D., Kaufman, M.: Dynamical behaviour of biological regula-
tory networks - I. biological role of feedback loops an practical use of the concept
of the loop-characteristic state. Bull. Math. Biol. 57 (1995) 247–76

12. Pérès, S., Comet, J.P.: Contribution of computation tree logic to biological reg-
ulatory networks : example from pseudomonas aeruginosa. In Priami, C., ed.:
Proceedings of the 1st Intern. Workshop CMSB’2003. LNCS 2602, Springer-Verlag
(2003) 47–56

13. Bernot, G., Comet, J.P., Richard, A., Guespin, J.: A Fruitful Application of For-
mal Methods to Biological Regulatory Networks, extending Thomas’ asynchronous
logical approach with temporal logic. J. Theor. Biol., in press (2004)

14. Guespin, J., Bernot, G., Comet, J.P., Mriau, A., Richard, A., , Hulen, C., Polack,
B.: Epigenesis and dynamic similarity in two regulatory networks in pseudomonas
aeruginosa. Acta Biotheoretica, in press (2004)

15. Filippov, A.: Differential Equations with Discontinuous Righthand Sides. Kluwer
Academic Publishers (1988)

16. Richard, A., Comet, J.P., Bernot, G.: SMBioNet : Selection of Models of Biological
Networks. (http://smbionet.lami.univ-evry.fr)

17. Thomas, R.: The role of feedback circuits: positive feedback circuits are a necessary
condition for positive real eigenvalues of the Jacobian matrix. Ber. Bunsenges.
Phys. Chem. 98 (1994) 1148–1151

18. Plahte, E., Mestl, T., Omholt, S.W.: Feedback loop, stability and multistationarity
in dynamical systems. J. Biol. Syst. 3 (1995) 569–577

19. Demongeot, J.: Multistationarity and cell differentiation. J. Biol. Syst 6 (1998)
11–15

20. Snoussi, E.: Necessary conditions for multistationarity and stable periodicity. J.
Biol. Syst. 6 (1998) 3–9

21. Soulé, C.: Graphic requirements for multistationarity. ComPlexUs 1 (2003)
22. Cimatti, A., Clarke, E.M., Giunchiglia, E., Giunchiglia, F., Pistore, M., Roveri,

M., Sebastiani, R., Tacchella, A.: Nusmv 2: An opensource tool for symbolic
model checking. In: Proceeding of International Conference on Computer-Aided
Verification (CAV 2002), Copenhagen, Denmark (2002)

23. Heidtke, K., Schulze-Kremer, S.: Design and implementation of a qualitative sim-
ulation model of λ phage infection. Bioinformatics 14 (1998) 81–91

24. Heidtke, K., Schulze-Kremer, S.: BioSim : A New Qualitative Simulation Environ-
ment for Molecular Biology. In: Proceedings of the 6th International Conference
in Intelligent Systems for Molecular Biology, AAAI Press (1998) 85–94

25. De Jong, H., Geiselmann, J., Hernandez, C., Page, M.: Genetic network analyzer:
qualitative simulation of genetic regulatory networks. Bioinformatics 19 (2003)
336–44.
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Abstract. IMGT, the international ImMunoGeneTics information system® 
(http://imgt.cines.fr) is a high quality integrated knowledge resource specialized 
in immunoglobulins (IG), T cell receptors (TR), major histocompatibility 
complex (MHC) and related proteins of the immune system (RPI) of human and 
other vertebrates. IMGT provides a common access to standardized data from 
genome, proteome, genetics and tridimensional structures. The accuracy and the 
consistency of IMGT data are based on IMGT-ONTOLOGY, a semantic 
specification of terms used in immunogenetics and immunoinformatics. IMGT-
ONTOLOGY is formalized using XML schemas (IMGT-ML) for 
interoperability with other information systems. We are developing Web 
services to automatically query IMGT databases and tools. This is the first step 
towards IMGT-Choreography which will trigger and coordinate dynamic 
interactions between IMGT Web services, to process complex significant 
biological and clinical requests. IMGT-Choreography will further increase the 
IMGT leadership in immunogenetics medical research (repertoire analysis in 
autoimmune diseases, AIDS, leukemias,…), biotechnology related to antibody 
engineering and therapeutical approaches.  

 

1   Introduction 

Genome and proteome analysis interpretation represents the current great challenge, 
as a huge quantity of data is produced by many scientific fields, including 
fundamental, clinical, veterinary and pharmaceutical research. In particular, the 
number of sequences and related data published in the immunogenetics fields is 
growing exponentially. Indeed, the molecular synthesis and genetics of the 
immunoglobulin (IG) and T cell receptor (TR) chains is particularly complex and 
unique as it includes biological mechanisms such as DNA molecular rearrangements 
in multiple loci (three for IG and four for TR in humans) located on different 
chromosomes (four in humans), nucleotide deletions and insertions at the 
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rearrangement junctions (or N-diversity), and somatic hypermutations in the IG loci 
[for review 1,2]. The number of potential protein forms of IG and TR is almost 
unlimited.  

IMGT, the international ImMunoGeneTics information system® 
(http://imgt.cines.fr) [3], created in 1989, by the Laboratoire d'ImmunoGénétique 
Moléculaire (LIGM) (Université Montpellier II and CNRS) at Montpellier, France, is 
a high quality integrated knowledge resource specialized in IG, TR, major 
histocompatibility complex (MHC) and related proteins of the immune systems (RPI) 
of human and other vertebrates [4-11]. IMGT consists of four sequence databases, 
one genome database and one tridimensional (3D) structure database, interactive tools 
for sequence, genome and 3D structure analysis, Web resources ("IMGT Marie-Paule 
page") comprising 8,000 HTML pages of synthesis (IMGT Repertoire), knowledge 
(IMGT Scientific chart, IMGT Education, IMGT Index) and external links (IMGT 
Bloc-notes and IMGT other accesses). IMGT is the international reference in 
immunogenetics and immunoinformatics [12]. 

The accuracy and the consistency of the IMGT data, as well as the coherence 
between the different IMGT components (databases, tools and Web resources) are 
based on IMGT-ONTOLOGY, a semantic specification of terms used in 
immunogenetics and immunoinformatics [13]. IMGT-ONTOLOGY is formalized 
using XML schemas (IMGT-ML) [14,15]. In order to allow any IMGT component to 
be automatically queried, we are developing Web services, the corresponding input 
and output being formalized according to IMGT-ML. It is the first step towards the 
implementation of IMGT-Choreography. IMGT-Choreography corresponds to the 
connection of treatments performed by the IMGT components. In particular, it will 
trigger and coordinate dynamic interactions between IMGT Web services to process 
complex significant biological and clinical requests, according to either genomic, 
genetic or structural approaches. 

2   IMGT-ONTOLOGY Concepts 

IMGT has developed a formal specification of the terms to be used in the domain of 
immunogenetics and immunoinformatics to ensure accuracy, consistency and 
coherence in IMGT. This has been the basis of IMGT-ONTOLOGY [13], the first 
ontology in the domain, which allows the management of the immunogenetics 
knowledge for human and other vertebrate species. IMGT-ONTOLOGY comprises 
five main concepts: IDENTIFICATION, CLASSIFICATION, DESCRIPTION, 
NUMEROTATION and OBTENTION [13]. Standardized keywords, standardized 
sequence annotation, standardized IG and TR gene nomenclature, the IMGT unique 
numbering, and standardized origin/methodology were defined, respectively, based 
on these five main concepts.  

The IDENTIFICATION concept: standardized keywords. IMGT standardized 
keywords have been assigned to all entries of IMGT/LIGM-DB, the first and largest 
IMGT sequence database containing more than 82,000 IG and TR nucleotide 
sequences in April 2004 [16]. They include (i) general keywords: essential for 
sequence identification, they are described in an exhaustive and non redundant list, 
for the assignment of species, molecule type, receptor type, chain type, gene type, 
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structure, functionality and specificity, and (ii) specific keywords: they are more 
specifically associated with particularities of the sequences (orphon, transgene, etc.) 
or with diseases (leukemia, lymphoma, myeloma, etc.) [17]. 

The DESCRIPTION concept: standardized labels and annotations. Two hundred 
fifteen feature labels are necessary in IMGT/LIGM-DB to describe all structural and 
functional subregions that compose the IG and TR sequences [17], whereas only 
seven of them are available in EMBL, GenBank or DDBJ [18-20]. Annotation of 
sequences with these labels constitutes the main part of the expertise and provides a 
detailed and accurate description. Prototypes represent the organizational relationship 
between labels and give information on their order and their expected length (in 
number of nucleotides) [17, 21]. Following a similar approach, one hundred seventy 
two additional labels were more recently defined for the IG, TR, MHC and RPI amino 
acid sequences and domain structures in the IMGT protein database, 
IMGT/PROTEIN-DB, and in the IMGT structure database, IMGT/3D structure-DB 
[22].  

The CLASSIFICATION concept: standardized IG and TR gene nomenclature. The 
CLASSIFICATION concept has been used to set up a unique nomenclature of human 
IG and TR genes, which was approved by the Human Genome Organization (HUGO) 
Nomenclature Committee (HGNC) in 1999 [23] and has become the community 
standard. The complete list of the human IG and TR gene names [1, 2] has been 
entered by the IMGT Nomenclature Committee in the IMGT genome database 
IMGT/GENE-DB [24], Genome DataBase GDB (Canada), LocusLink at NCBI 
(USA), and GeneCards. The complete list of the mouse IG and TR gene names was 
sent by IMGT, in July 2002, to the Mouse Genome Informatics MGI Mouse Genome 
Database MGD, LocusLink at NCBI, and HGNC.  

The NUMEROTATION concept: the IMGT unique numbering. A uniform 
numbering system for IG and TR sequences of all species has been established to 
facilitate sequence comparison and cross-referencing between experiments from 
different laboratories whatever the antigen receptor (IG or TR), the chain type, the 
domain (variable V or constant C), or the species [25-27]. This numbering results 
from the analysis of more than 5000 IG and TR variable region sequences of 
vertebrate species from fish to human. It takes into account and combines the 
definition of the framework (FR) and complementarity determining regions (CDR) 
[28], structural data from X-ray diffraction studies [29] and the characterization of the 
hypervariable loops [30].  

The OBTENTION concept: standardized origin/methodology. The OBTENTION 
concept is a set of standardized terms that precise the origins of the sequence (the 
'origin' concept) and the conditions in which the sequences have been obtained (the 
'methodology' concept). The 'origin' concept comprises the subsets of 'cell, tissue or 
organ', 'auto-immune diseases', 'clonal expansion diseases' (such as leukemia, 
lymphoma, myeloma), whereas the 'methodology' concept comprises the subsets 
related to the 'hybridoma', to the experimental conditions (sequences amplified by 
'PCR'), to the obtention from 'libraries' (genomic, cDNA, combinatorial, etc.) or from 
'transgenic' organisms (animal, plant). At this stage of development, the exhaustive 
definition of the concepts of obtention and of their instances is still in progress.  
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3   IMGT Scientific Chart, IMGT-ML and Web Services 

IMGT-ONTOLOGY concepts are formalized, for the biologists and IMGT users, in 
the IMGT Scientific chart and, for the computing scientists, in IMGT-ML. 

3.1   IMGT Scientific Chart  

IMGT Scientific chart is a section of the IMGT Web resources which provide the 
controlled vocabulary and the annotation rules defined by IMGT-ONTOLOGY for 
the identification, the description, the classification and the numbering of the IG, TR, 
MHC and RPI data of human and other vertebrates. These HTML pages are devoted 
to biologists, IMGT users and IMGT annotators. All IMGT data are expertly anno-
tated according to the IMGT Scientific chart.  

3.2   IMGT-ML 

IMGT-ML represents the formal specification of IMGT-ONTOLOGY [13]. IMGT-
ONTOLOGY main concepts have been formalized in XML schemas [14, 15]. By 
making data portable, XML is useful both internally for the integration of data and 
externally for sharing data with other information systems. Because of this data 
integration ability, XML has become the underpinning for Web-related computing. 
IMGT-ML defines XML schemas to encode data with XML tags which respect the 
IMGT-ONTOLOGY concepts (XML schemas are available from IMGT 
index>IMGT-ML and at http://oriel.igh.cnrs.fr/IMGT-ML.xhtml). IMGT-ML 
schemas are used for distributive data using the Web services 
(http://www.w3.org/2002/ws/) technology. 

3.3   IMGT Web Services 

IMGT Web services are developed using the Apache Tomcat server 
(http://jakarta.apache.org/tomcat) and are implemented with Axis (for Java programs) 
(http://ws.apache.org/) or with SOAP:lite (for Perl programs). IMGT Web service 
data exchanges are based on valid IMGT-ML streams. IMGT Web services can easily 
be interconnected since IMGT-ML is the unique language used for both Web services 
input (query) and output (response). 
      The IMGT/LIGM-DB Web service is the first Web service currently developed 
and implemented with Axis. It includes the “queryKnowledge” and “querySeqData” 
services. The queryKnowledge service provides the lists of instances for the IMGT-
ONTOLOGY concepts, for example the list of chain types, functionalities, 
specificities defined in the IDENTIFICATION concept, the lists of groups and 
subgroups defined in the CLASSIFICATION concept, or the list of labels defined in 
the DESCRIPTION concept. The querySeqData service allows the retrieval of any 
sequence related data, identified, classified, described according to the IMGT 
concepts, such as the nucleotide sequence, the description labels, the literature 
references, the metadata, etc. The querySeqData input has the form of an incomplete 
IMGT-ML data entry. The given values are used as criteria to query the database. The 
result is then a list of data entries, in IMGT-ML format, sharing these given values.   
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4   IMGT-Choreography Modelling 

IMGT-Choreography, which will combine and join several database queries and 
analysis tools, includes three main types of approaches: genomic, genetic and 
structural. A schematic representation of IMGT-Choreography with the three 
approaches is shown in Figure 1, with examples of the IMGT databases and tools.  

Fig. 1. IMGT-Choreography. Examples of interactions between IMGT components (databases 
and tools) in the 3 main approaches: genomic, genetic and structural. The IMGT/MHC 
sequence databases hosted at EBI [4] and the IMGT Repertoire Web resources (8000 HTML 
pages) [10] are not shown 

Potential interactions between IMGT components are technically almost infinite. A 
rigorous analysis of the biologist requests and of the clinician needs are required to 
keep only significant approaches. The detailed interactions between IMGT 
components are currently being be carefully modelled in UML [31] collaboration 
diagrams, in order to identify the next Web services which need to be developed. 

4.1   The Genomic Approach 

The genomic approach is mainly orientated towards the study of the genes within 
their loci and on the chromosomes. The corresponding Web resources are compiled in 
IMGT Repertoire. The "Locus and genes" section includes chromosomal 
localizations, locus representations, locus description, gene tables, potential germline 
repertoires and the complete lists of human and mouse IG and TR genes. All the 
human and mouse IG and TR genes are managed in IMGT/GENE-DB, which is the 
comprehensive IMGT genome database [24]. Queries can be performed according to 
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IG and TR gene classification criteria and IMGT reference sequences have been 
defined for each allele of each gene based on one or, whenever possible, several of 
the following criteria: germline sequence, first sequence published, longest sequence, 
mapped sequence [21]. In April 2004, IMGT/GENE-DB contained 1,375 genes and 
2,201 alleles (673 IG and TR genes and 1,024 alleles from Homo sapiens, and 702 IG 
and TR genes and 1,177 alleles from Mus musculus, Mus cookii, Mus pahari, Mus 
spretus, Mus saxicola, Mus minutoides). As mentioned earlier, all the human IMGT 
gene names [1, 2] were approved by HGNC in 1999 [25], and entered in GDB 
(Canada), LocusLink at NCBI (USA), and GeneCards. The resulting links between 
IMGT, HGNC, GDB, LocusLink and OMIM, and the correspondence between 
nomenclatures [1, 2] are also available from "Locus and genes". The locus 
organization and gene location are managed by the genome analysis tools 
IMGT/LocusView, IMGT/GeneSearch and IMGT/GeneView which provide the 
display of physical maps for the human IG, TR and MHC loci and for the mouse 
TRA/TRD locus. In addition, IMGT/GeneInfo provides and displays information on 
the TR potential rearrangements [32].  

 

 

Fig. 2. An example of fully annotated sequence by IMGT/Automat [33]: gene and allele names, 
labels, and IMGT unique numbering are according to the CLASSIFICATION, 
DESCRIPTION, and NUMEROTATION concepts of IMGT-ONTOLOGY, respectively [13] 
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IMGT/GENE-DB interacts dynamically with IMGT/LIGM-DB to download and 
display gene-related sequence data. IMGT/LIGM-DB is the comprehensive IMGT 
database of IG and TR nucleotide sequences from human and other vertebrate 
species, with translation for fully annotated sequences, created in 1989 by LIGM, 
Montpellier, France, on the Web since July 1995 [17]. The unique source of data for 
IMGT/LIGM-DB is EMBL [18] which shares data with the other two generalist 
databases GenBank and DDBJ [19,20]. Based on expert analysis, specific detailed 
annotations are added to IMGT flat files in a second step [16]. An internal tool, 
IMGT/Automat, has been developed to automatically perform the annotation of the 
rearranged cDNA sequences in IMGT/LIGM-DB [33] (Figure 2). The Web interface 
allows searches according to immunogenetic specific criteria and is easy to use 
without any knowledge in a computing language. IMGT/LIGM-DB gene and allele 
name assignment and sequence annotation are performed according to the IMGT 
Scientific chart rules, based on the CLASSIFICATION, DESCRIPTION and 
NUMEROTATION concepts of IMGT-ONTOLOGY [13] (Figure 2). 

4.2   The Genetic Approach 

The genetic approach refers to the study of the genes in relation with their polymor-
phisms, their evolution and their specificity. The genetic approach heavily relies on 
the IMGT unique numbering [27]: in this numbering, conserved amino acids from 
frameworks always have the same number whatever the IG or TR variable sequence, 
and whatever the species they come from (as examples: Cysteine 23 (in FR1-IMGT), 
Tryptophan 41 (in FR2-IMGT), Leucine 89 and Cysteine 104 (in FR3-IMGT). Based 
on the IMGT unique numbering, standardized 2D graphical representations, desig-
nated as IMGT Colliers de Perles [21], are available in IMGT Repertoire. The IMGT 
unique numbering represents a big step forward in the analysis of the IG and TR vari-
able region (V-REGION) sequences of all vertebrate species [34]. Moreover, it gives 
insight into the structural configuration of the variable domain [27, 35]. Note that the 
IMGT unique numbering opens interesting views on the evolution of the proteins 
belonging to the "immunoglobulin superfamily" (IgSF) [36]. It has been applied with 
success to all the sequences of domains belonging to the IgSF V-set, designated as V-
LIKE-DOMAINs in IMGT (human CD4 Xenopus CTXg1, etc.) and in invertebrates 
(drosophila amalgam, etc.) [25-27]. This standardized approach has been applied to 
the constant domain (C-DOMAIN) of the IG and TR, and to the C-LIKE-DOMAINs 
of proteins other than IG and TR. An IMGT unique numbering has also been imple-
mented for the groove domain (G-DOMAIN) [37] of the MHC class I and II chains, 
and for the G-LIKE-DOMAINs of proteins other than MHC. 

The study of the gene polymorphisms is performed using IMGT/Allele-Align, the 
analysis of the gene evolution using IMGT/Phylogene [38], and the characterization 
of the gene specificity using IMGT/V-QUEST [9, 39], IMGT/JunctionAnalysis [40], 
and IMGT/GeneFrequency. Figure 1 shows the current interactions of the IMGT 
genetic analysis tools with the IMGT/LIGM-DB sequence database and with the 
IMGT/GENE-DB genome database. IMGT/Allele-Align allows the comparison of 
two alleles highlighting the nucleotide and amino acid differences. IMGT/Phylogene 
is an easy to use tool for phylogenetic analysis of variable region (V-REGION) and 
constant domain (C-DOMAIN) sequences. This tool is particularly useful in 
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developmental and comparative immunology. The users can analyse their own 
sequences by comparison with the IMGT standardized reference sequences for human 
and mouse IG and TR [38]. 

IMGT/V-QUEST (V-QUEry and STandardization) is an integrated software for IG 
and TR [9, 39]. This tool, easy to use, analyses an input IG or TR germline or 
rearranged variable nucleotide sequence. IMGT/V-QUEST results comprise the 
identification of the V, D and J genes and alleles and the nucleotide alignments by 
comparison with sequences from the IMGT reference directory, the delimitations of 
the FR-IMGT and CDR-IMGT based on the IMGT unique numbering, the protein 
translation of the input sequence, the identification of the JUNCTION, and the two-
dimensional Collier de Perles representation of the V-REGION. 
IMGT/JunctionAnalysis [40] is a tool, complementary to IMGT/V-QUEST, which 
provides a thorough analysis of the V-J and V-D-J junction of IG and TR rearranged 
genes. IMGT/JunctionAnalysis identifies the D-GENEs and alleles involved in the 
IGH, TRB and TRD V-D-J rearrangements by comparison with the IMGT reference 
directory, and delimits precisely the P, N and D regions (IMGT/JunctionAnalysis 
output results). Several hundreds of junction sequences can be analysed 
simultaneously.  

IMGT/GeneFrequency is a new IMGT interactive tool which dynamically 
computes and represents histograms for the gene expression in response to an antigen 
selected by the user, by querying the IMGT/LIGM-DB sequences. 
IMGT/GeneFrequency combines IMGT Web services in order to answer complex 
requests on the relationships between specificity, gene expression and gene location 
in the locus. It will be available from the IMGT Home page at http://imgt.cines.fr 
within the year 2004. In a next step, dynamic interactions will be developed with 
IMGT/GENE-DB and the genome analysis tools, and with the IMGT/PROTEIN-DB 
and IMGT/PRIMER-DB [41] sequence databases.  

4.3   The Structural Approach  

The structural approach focuses on the 3D structures of the IG, TR, MHC and RPI, in 
IMGT/3Dstructure-DB [22], and on their interactions with the antigens or ligands, 
using the IMGT/StructuralQuery tool [22]. IMGT/3Dstructure-DB is the IMGT 3D 
structure database for IG, TR, MHC and RPI of human and other vertebrate species, 
created by LIGM, on the Web since November 2001 [22]. IMGT/3Dstructure-DB 
comprises IG, TR, MHC and RPI with known 3D structures. Coordinate files are 
extracted from the Protein Data Bank (PDB) [42], and IMGT annotations are added 
according to the IMGT Scientific chart rules, based on the IMGT-ONTOLOGY 
concepts [13]. An IMGT/3Dstructure-DB card provides IMGT gene and allele 
identification (based on the CLASSIFICATION concept), domain delimitations 
(based on the DESCRIPTION concept), amino acid positions according to the IMGT 
unique numbering [27] (based on the NUMEROTATION concept). 
IMGT/StructuralQuery allows to retrieve the IMGT/3Dstructure-DB entries, based on 
specific structural characteristics: phi and psi angles, accessible surface area (ASA), 
amino acid type, distance in angstrom between amino acids, CDR-IMGT lengths [22]. 
IMGT/StructuralQuery is currently available for the V-DOMAINs. 
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5   Conclusion 

IMGT databases and tools are extensively queried and used by scientists from aca-
demic and industrial laboratories working in fundamental research, in medical re-
search (repertoire in normal and pathological situations: autoimmune diseases, infec-
tious diseases, AIDS, leukemias, lymphomas, myelomas), in veterinary research, in 
genome diversity and genome evolution studies of the adaptive immune responses, in 
biotechnology related to antibody engineering (single chain Fragment variable (scFv), 
phage displays, combinatorial libraries), in diagnostics and in therapeutical ap-
proaches (clonalities, grafts, immunotherapy, detection and follow up of residual 
diseases). By its high quality and its data distribution based on IMGT-ONTOLOGY, 
IMGT has an important role to play in the development of immunogenetics Web 
services. The design of IMGT-Choreography and the creation of dynamic interactions 
between the IMGT databases and tools, using the Web services and IMGT-ML, rep-
resent novel and major developments of IMGT, the international reference in immu-
nogenetics and immunoinformatics. 
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Abstract. We propose a way of performing model checking analysis for
biological systems. The technics were developed for a CTL* logic built
upon Ambient Calculus.

We introduce labeled syntax trees for ambient processes and use them
as possible worlds in a Kripke structure developed for a propositional
branching temporal logic. The accessibility relation over labeled syntax
trees is generated by the reduction over corresponding Ambient Calculus
processes.

Providing the algorithms for calculating the accessibility relation be-
tween states, we open the perspective of using model checking algorithms
developed for temporal logics in analyzing any phenomena described in
Ambient Calculus.

1 Introduction

Ambient Calculus [13] is a useful tool to construct mathematical models for
complex systems because of its facilities in expressing hierarchies of locations
and their mobility. At the same time properties as “the protein has split”, or
“there is a path of computation where the complexAB precedes the proteinA”
are not expressible inside the calculus. Only a logic built on top of it can handle
such properties.

Modal logics and especially temporal logics have emerged in many domains
as a good compromise between expressiveness and abstraction. Many of them
support useful computational applications as model checking. For the particular
case of temporal logics, these technics were developed up to the construction of
some tools able to perform such analysis (see, e.g. SMV [4], NuSMV [2], HyTech
[1], VIS [5]).

This paper presents a propositional branching temporal logic for Ambient
Calculus that is the representative calculus for the paradigm of calculi expressing
hierarchies of locations and their mobility. We believe that the same sort of logic
can be constructed for other calculi in this paradigm like, e.g., BioAmbients
Calculus [7], or Brane Calculi [9].

� Work partially supported by the FET project IST-2001-32072 DEGAS under the
pro-active initiative on Global Computing.

V. Danos and V. Schachter (Eds.): CMSB 2004, LNBI 3082, pp. 85–103, 2005.
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The main feature of our logic is that the final state of any computation can be
reconstructed by just having information about the initial state and the history
of the computation. The spatial structure of a state is fully described by a set of
atomical propositions, while the possible states are described using, in addition,
a temporal modality. In this respect our approach is different from those used
in Ambient Logic [12, 11], or Spatial Logic [10], giving us the advantages of
simplicity and expressivity that a CTL* logic have w.r.t. the cited modal logics.

The rest of the paper is organized as follows. We first present a couple of
simple case studies coming from biology. They are used to comment on the ad-
vantages of applying temporal logics to the Ambient Calculus specification of
phenomena related to life sciences. Section 3 introduces the theoretical under-
pinning of our logic: labeled syntax trees. In Section 4 we define a branching
temporal logic for Ambient Calculus, and show how to run simple reachability
properties on our case studies. The final section concludes the presentation with
a description of an implementation of our logic. The platform actually consists
in the development of a suitable interface to NuSMV [2].

2 Case Studies from Biology

The advantage of using a temporal logic is relevant in the representation of bio-
logical phenomena because it gives us the power to predict over the future. Con-
sider the model of the trimetric GTP binding proteins (G-proteins) that plays
an important role in the signal transduction pathway for numerous hormones
and neurotransmitters [3, 6]. It consists of five processes: a regulatory molecule
RM , a receptor R, and three domains that are bound together composing the
protein α,β and γ. Data sent by RM to R determine a communication between
the receptor R and the protein that causes the breakage of the boundary of α,β
and γ. We ca express this in Ambient Calculus by the following specification:

RM
def
= open n.RM , R

def
= n[〈GTP 〉|R],

Protein
def
= (GDP )(α|β|γ), where GDP is a name that appear in α only,

bounded by the input prefix
RM |R|Protein ≡ open n.RM | n[〈GTP 〉|R] | (GDP )(α|β|γ) →

RM | R | 〈GTP 〉 | (GDP )(α|β|γ) →
RM |R|(α|β|γ)(GDP/GTP ) →
RM |R|(α)(GDP/GTP )|β|γ

where we denoted by (α)(GDP/GTP ) the process obtained by substituting
GDP with GTP inside α.

W.r.t the above example we are interested to express properties like, e.g.,
for all possible future paths, sometime in the future, we will have the interac-
tion that will generate the split of the protein. One could also want to express
that the protein will not be split before the interaction between R and RM
will be performed (a property will not be satisfied until an other one will be).
Both properties above are examples of ‘temporal’ properties which cannot be
expressed using other modal logics.
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Consider now the interaction between a Virus and a Macrophage. The
Macrophage is recognizing the Virus by its characteristics. Once it is recog-
nized, the Virus is moved by Macrophage inside itself were it is destroyed. We
decided to describe the Macrophage as an ambient named n that contains a pro-
cess Digest able to destroy the virus; the virus is an ambient k′ that contains
inside a process Infect. The Macrophage recognizes the virus by the name k′

and by its structure (i.e. Macrophage knows the names k, k′′ that define the
structure of the virus). Using these information, Macrophage manages to put in
parallel the processes Infect and Digest and in this way annihilates the action
of the virus. We can describe this action in Ambient Calculus in a way similar
with the description of the action of a firewall:

Macrophage
def
= n[k[out n.in k′.in n.0]|open k′.open k′′.Digest]

V irus
def
= k′[open k.k′′[Infect]]

V irus|Macrophage ≡
k′[open k.k′′[Infect]]|n[k[out n.in k′.in n.0]|open k′.open k′′.Digest]
→∗ k′[open k.k′′[Infect]]|k[in k′.in n.0]|n[open k′.open k′′.Digest]

→∗ k′[open k.k′′[Infect]|k[in n.0]]|n[open k′.open k′′.Digest]
→∗ k′[k′′[Infect]|in n.0]|n[open k′.open k′′.Digest]

→∗ n[k′[k′′[Infect]]|open k′.open k′′.Digest]
→∗ n[k′′[Infect]|open k′′.Digest]

→∗ n[Infect|Digest]

For this situation, we can be interested if our system succeeds, in all possible
time paths, to achieve the state where the processes Infect and Digest are in
parallel inside the ambient n (that represent the Macrophage), such that the
virus to be annihilated. If our system succeeds to do this, we can say that is an
appropriate one, otherwise we have to reconsider our approach. Such properties,
we will argue further, can be naturally expressed in a temporal logic.

Another reason for using temporal logics to model Ambient Calculus is the
possibility of performing model checking for our calculus, by reusing some soft-
ware already developed for these logics such as SMV [4], NuSMV [2], HyTech
[1], VIS [5].

3 The Construction of the Labeled Syntax Trees

In order to define the temporal logic, we reorganize the spatio-temporal infor-
mation contained by an ambient process. This will be done by defining a special
labelling function for the syntax trees of Ambient Calculus.

A syntax tree S = (S,→S) for a process is a graph with S = Π ∪ Γ ∪ Ω =
(ΠP ∪ ΠA) ∪ Γ ∪ Ω where
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Π is a set that contain all the unspecified process nodes (hereafter atomical
processes1 and collected in the subset ΠP ) and the ambient nodes (collected
in the subset ΠA);

Γ is the set of capability nodes (we include here the input nodes and the nodes
of variables over capabilities as well); and

Ω is the set of syntactical operator nodes (this set contains the parallel op-
erators | and the prefix operators, •). We identify the subset Ω′ = {•1 ∈
Ω | •1 →S | } ⊆ Ω of the prefix nodes that are immediately followed in the
syntax tree by the parallel operator because they play an important role in
the spatial structure of the ambient process 2.

We consider also the possibility of having circular branches in our trees, when
recursive definitions are involved. All the further discussion is including these
cases as well.

The intuition behind the construction of a labeled syntax tree is to associate
to each node of the syntax tree some labeles by two functions: id that gives to
each node an identity, and sp that registers the spatial position of the node.

The identity function id associates a label (urelement or ∅):
1. to each unspecified process and to each ambient; this label will identify the

node and will help us further to distinguish between processes that have the
same name

2. to each capability, the identity of the process in front of which this capability
is placed

3. ∅, to each syntactical node

The spatial function sp associates:

1. to each ambient the set of the identities of its children3, while to unspecified
processes associates the id-label.

2. to each capability, a natural number that counts the position of this capa-
bility in the chain of capabilities (if any) belonging to the same process

3. to each syntactical node the spatial function associates 0, except for the
nodes in Ω′ to which the function sp will associate the set of identities
of the processes connected by the main parallel operator in the compound
process that this point is prefixing. For example in the situation c.(P |Q),
sp(•) = {id(P ), id(Q)}.

1 We use these to denote unspecified processes found inside an ambient process; this is
a necessary requirement in developing model checking for Ambient Calculus because
we have to recognize and distinguish, over time, unspecified processes inside the
target process. For instance P is an unspecified process in n[in m.P ].

2 These point operators are those that connect a capability with a process formed by
a parallel composition of other processes bounded together by brackets, hereafter
complex processes, as in c.(P |Q)

3 We use the terms parent and child about processes, meaning the immediate parent
and immediate child in Ambient Calculus processes.
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We recall here some basic definitions of Set Theory and Graph Theory that
are needed to formally define the functions id and sp above.

We choose to work inside Zermelo-Fraenkel system of Set Theory ZFC with
the Foundation Axiom (FA), as being a fertile field that offers many tools for
analyzing structures, as argued in [8]. This approach allows us to describe the
spatial structure of ambient processes as equations in set theory, each such equa-
tion being then used as atomical proposition in our logic. In this way we will not
use a modality in describing the hierarchy of locations, but only in describing the
evolution of the hierarchy in time. Hereafter, we assume a class � of urelements,
set-theoretical entities which are not sets (they do not have elements) but can
be elements of sets. The urelements together with the empty set ∅ will generate
all the sets we will work with (sometimes sets of sets).

Definition 1. A set a is transitive if all the elements of a set b, which is an
element of a, also belong to a: ∀b ∈ a if c ∈ b then c ∈ a.

The transitive closure of a, denoted by TC(a) is the smallest transitive set
including a. The existence of TC(a) could be justified as follows:
TC(a) = ∪{a,∪a,∪ ∪ a, ...}

Definition 2. The support of a set a, denoted by supp(a) is TC(a) ∩ �. The
elements of supp(a) are the urelements that are somehow involved in a.

Definition 3. If a ⊆ � then V (a)
def
= {b | b is a set and supp(b) ⊆ a}. V (a) is

the class of all sets in which the only urelements that are somehow involved are
the urelements of a.

Definition 4. Let SP = (S,→S) be the syntax tree associated with the ambient
process P . We call the structure graph associated with P , the graph obtained by
restricting the edge relation of the syntax tree to Π ∪ Ω′, i.e. the graph TP =
(Π ∪ Ω′,→T ) defined by:
for n,m ∈ Π ∪ Ω′ we have n →T m iff n →∗

S m and � ∃p ∈ Π ∪ Ω′ such that
n →∗

S p →∗
S m

Intuitively, the structure graph of a process is obtained by restricting the
edge relation of its syntax tree to Π.

Definition 5. A decoration of a graph G = (G,→G) is an injective function
e : G → V (�) ∪ � such that for all a ∈ G we have:

– if � ∃b ∈ G such that a →G b then e(a) ∈ �

– if ∃b ∈ G such that a →G b then e(a) = {e(b)| for all b such that a →G b}.

We now introduce a set of auxiliary functions that are the building blocks
for id and sp (for the application of these and the following definitions see the
Appendix).
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Definition 6. Let the next functions be defined on the subsets of nodes of the
syntax tree (S,→) as follows:

– Let spΠ : Π∪Ω′ → V (�)∪� be a decoration of the structure graph associated
with our syntax tree.

– Let idΠ : Π → � be an injective function such that idΠ(P ) = spΠ(P ) for

all P ∈ ΠP . Consider UP
def
= idΠ(ΠP ) ⊂ �, UA

def
= idΠ(ΠA) ⊂ �

– Let spΩ : Ω → �∪ V (�)∪N defined by (N is the class of natural numbers)

spΩ(s) =
{

spΠ(s) iff s ∈ Ω′

0 iff s ∈ Ω \ Ω′

Consider O
def
= spΩ(Ω′) ⊂ V (�)

– Let idΩ : Ω → V (�) ∪ � defined by

idΩ(s) = ∅

– Let spΓ : Γ → N such that

spΓ (c) =
{

1 iff | → • → c or n → • → c with n ∈ Π
k + 1 iff •1 → •2 → c and •1 → c′ ∈ Γ with spΓ (c′) = k

– Let idΓ : Γ → V (�) ∪ � defined for c ∈ Γ such that •c → c by

idΓ (c) =

⎧⎨
⎩

idΠ(n) iff •c → n with n ∈ Π
idΓ (c′) iff •c → •′ with •′ → c′

spΩ(•c) iff •c ∈ Ω′

Summarizing we can define the identity function id : Π ∪Γ ∪Ω → �∪ V (�)
and the spatial function sp : Π ∪ Γ ∪ Ω → � ∪ V (�) ∪ N by:

id(s) =

⎧⎨
⎩

idΠ(s) iff s ∈ Π
idΓ (s) iff s ∈ Γ
idΩ(s) iff s ∈ Ω

sp(s) =

⎧⎨
⎩

spΠ(s) iff s ∈ Π
spΓ (s) iff s ∈ Γ
spΩ(s) iff s ∈ Ω

Observe that while the range of id is �∪V (�), the range of sp is �∪V (�)∪N
(we consider here natural numbers as cardinals4 so that no structure anomaly
emerges as long as N ⊂ � ∪ V (�)). Hereafter, for the sake of the presentation,
we will still consider natural numbers and not cardinals.

We identify the sets UA of urelements chosen for ambients, UP of urelements
chosen for atomical processes, and the set of sets of urelements O that contain
all the addresses of the elements in Ω′.

We now define labeled syntax tree for a given syntax tree of an ambient
process.

4 Informally, we treat 0 as ∅, 1 as {∅}, 2 as {∅, {∅}}, 3 as {∅, {∅}, {∅, {∅}}} and so on.
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Definition 7. Let SP = (S,→) be the syntax tree of the ambient process P .
We call the labeled syntax tree of it the triplet SlP = (S,→,φ) where φ is the
function defined on the nodes of the syntax tree by

φ(s) = 〈id(s), sp(s)〉 for all s ∈ S.

Remark 1. It is obvious the central position of the function id in the previous
definitions. For a particular ambient process, once we defined the function id,
all the construction, up to the labeled syntax tree, can be done inductively on
the structure of the ambient process. Because of this, our construction of the
labeled syntax tree is unique up to the choice of urelements (i.e. of UP and UA).

Definition 8. For a given labeled syntax tree Sl = (S,→,φ) we define the func-
tions:

– ur : Π ∪ Ω′ → UP ∪ UA ∪ O by:

ur(s) =
{

id(s) if s ∈ Π
sp(s) if s ∈ Ω′

This function associates to each node of the structure graph the set-theoretical
identity defined by the labeled syntax tree

– Let e : UP ∪ UA ∪ O → � ∪ V (�) be the function defined by

e(ν) = sp(ur−1(ν))

It associates to each ambient and compound process the set of addresses of
its children.

– f : UP ∪UA∪O → Λ∪Π, where Λ is the set of names of ambients of Ambient
Calculus, and Π is the set of atomical processes. For each ν ∈ UP ∪UA ⊂ �,
f(ν) is the name of the process with which ν is associated by id5, and f(ν) =
〈0, 0〉 if ν ∈ O. By the function f each urelement (or set of urelements) used
as identity will receive the name of the ambient or atomical process that it
is pointing to (the sets receive the name 〈0, 0〉).

– F : UP ∪UA ∪O → Γ ∗ for each ν ∈ UP ∪UA ∪O, F (ν) = 〈c1, c2, ...ck〉 where
ci ∈ Γ such that ∀i ∈ N, id(ci) = ν, sp(ci) = i and � ∃ck+1 ∈ Γ such that
id(ck+1) = ν and sp(ck+1) = k + 1. In the case that, for ν we cannot find
any such ci, we define F (ν) = 〈ε, ε, ...〉, ε being the null capability. We adopt
the following enrichment of the relation of equality on capability chains =Γ

defined by the next rules 6:

5 informally we could say that, on UA ∪ UP , we have f = id−1, but this is not exact
for the reason that id is an injective function while f is not. Because if we have two
processes named P , then, for both, the value by f will be P , but, by id−1, they point
to different nodes in the syntax tree.

6 these rules are allowed by the syntax of Ambient Calculus together with the rules of
structural congruence over processes.
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• 〈c1, c2, c3, ...cn〉 − 〈c1〉 =Γ 〈c2, c3, ...cn〉
• 〈ε, c1, ..., ck〉=Γ 〈c1, c2, ..., ck, ε〉=Γ 〈c1, ..., ct, ε, ct+1, ...ck〉=Γ 〈c1, c2, ..., ck〉,
• 〈ε, ε, ...ε〉 =Γ ∅.

The function F associates with each of these the list of capabilities that exists
in front of the process they point to.

Definition 9. Let S = (S,→,φ) be a labeled syntax tree of the ambient process
P . We will call the canonical labeled syntax tree associated with P , denoted by
S+ = (S+,→+,φ+), the restriction of the labeled syntax tree to the set S+ =
{n| n ∈ S, f(n) �= 0 and F (n) �= 〈ε, ...ε〉}, where 0 is the null process and ε is
the null capability.

Further we will analyze only canonical labeled trees (by extension canonical
processes), these being those who evolves during the ambient calculus computa-
tions, so are those who really matters for our purpose.

Other aspects concerning the definition of the labeled syntax tree for situa-
tions that involves the new name operator, the replication operator, or recursive
processes can be found in [16]. Also we introduce an algebra of labeled trees in
order to analyze their composition.

In [16] we proved that the function that associates to each ambient process
the set 〈UP ,UA,O, e, f,F 〉 is generating a sound model for Ambient Calculus.
Being this result we construct the logic as having these ordered sets as states.
We say that a process satisfies a formula of our logic, if its ordered set (as state)
satisfies it.

4 The Logic

The logic we construct is a branching propositional temporal logic, CTL∗7.
The requirements for such a construction [14] are to organize a structure M =
(S0,Σ,�,L) where S0 is the initial state of our model, Σ is the class of all possi-
ble states in our model, � is the accessibility relation between states, � ⊆ Σ×Σ,
and L : Σ → P(A) is a function which associates to each state S ∈ Σ a set of
atomical propositions L(S) ⊆ P(A) - the set of the atomical propositions true
in the state S (A will be the class of atomical propositions and P the power-set
operator).

We propose to use the ordered sets S = 〈UA,UP ,O, e, f,F 〉 as states in
our logic. The choice of the initial state should depend on the purpose of our
analysis. If we are interested in the future of an ambient calculus process P by
itself, then its ordered set will be the initial state. But if P will interact with
another process Q, or will become child of an ambient, or both like in m[P |Q],
then, even if we have a particular interest in P, the initial state should be the
ordered set of m[P |Q]. For this purpose we defined computation operations over
these ordered sets such that to be able, starting from the sets constructed for

7 we choose CTL∗ because is more expressive then CTL, but a CTL is possible as well



Model Checking Biological Systems Described Using Ambient Calculus 93

some initial processes to obtain the sets for other processes constructed in top
of these, for more see [16].

The construction of Σ should be done in such a way to contain all the possible
future states of the initial state. For this reason we take

Σ = {Si = 〈U i
A,U i

P ,Oi, ei, fi,Fi〉 | U i
A = U0

A, U i
P = U0

P , and Oi = O0}
where S0 = 〈U0

A,U0
P ,O0, e0, f0,F0〉 is the initial state. The intuition is that no

matter how the process will evolve, it is not possible to appear in it new elements
then those that already exist in the initial state8.

Our main idea is to define the atomic propositions such that to express the
basic equations that defines the spatial relations between parts of our process.
So, we could define the set of atomical propositions as:

A = {xiny|x ∈ UP ∪ UA ∪ O and y ∈ UA ∪ O}.
In our logic we want xiny to be just an atomical proposition and x, y just
letters. The cardinality of A is card(UP ∪UA∪O)×card(UA∪O) which depends
(polynomial) on the number of atomical processes and ambients in the ambient
calculus process S0.

Further, the interpretation function L : Σ → P(A) is defined by:

L(S) = {xiny | x ∈ ey if x ∈ UP , or ex ∈ ey if x ∈ UA ∪ O}
As it concerns the accessibility relation � ⊆ Σ × Σ, following the previous

intuition we could define it for two states S0 and S1, constructed for the processes
P0 and P1, by 〈S0, S1〉 ∈ R iff P0 → P1 (i.e. P1 can be reached from P0 in one
step of ambient calculus reduction).

Further, we could introduce the syntax of the CTL* logic in the usual way
[14]. We inductively define a class of state formulae (formulae which will be
true or false of states) and a class of path9 formulae (true or false of paths),
starting from A. We accept, as basic operators the logical operators ∧ and ¬,
the temporal operators X (next time) and ∪ (until) and the path quantifier E
(for some futures). We will derive from them all the usual propositional logic
operators, the temporal operators G (always) and F (sometimes) and the path
quantifier A (for all futures).

4.1 Semantics

Now we define |= inductively. We write M, S0 |= p to mean that the state
formula p is true at state S0 in the model M, and M,x |= p to mean that the
path formula p is true for the fullpath x in the structure M. The rules are:

8 we include here also the situations where some ambients were dissolved by consum-
ing, for example, open capability; we consider, in this case, that these ambients still
exist in our process but they have an ”empty position”.

9 A fullpath is an infinite sequence S0, S1, ... of states such that (Si, Si+1) ∈ � for all
i. We use the convention that if x = (S0, S1, ...) denotes a fullpath, then xi denotes
the suffix path (Si, Si+1, Si+2, ...).
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M, S0 |= P iff P ∈ L(S0), where P ∈ A
M, S0 |= p ∧ q iff M, S0 |= p and M, S0 |= q
M, S0 |= ¬p iff it is not the case that M, S0 |= p
M, S0 |= Ep iff ∃ fullpath x = (S0, S1, ...) in M with M,x |= p
M, S0 |= Ap iff ∀ fullpath x = (S0, S1, ...) in M with M,x |= p
M,x |= p iff M, S0 |= p
M,x |= p ∧ q iff M,x |= p and M,x |= q
M,x |= ¬p iff it is not the case that M,x |= p
M,x |= p ∪ q iff ∃i

(M,xi |= q and ∀j
(
j < i implies M,xj |= p

))
M,x |= Xp iff M,x1 |= p

Definition 10. A state formula p (resp. path formula p) is valid provided that
for every structure M and every state S (resp. fullpath x) in M we have M, s |=
p (resp. M,x |= p). A state formula (resp. path formula) p is satisfiable provided
that for some structure M and some states S (resp. fullpath x) in M we have
M, S |= p (resp. M,x |= p).

4.2 Describing the State of a System

Consider the example of the interaction between the Virus and Macrophage
discussed before. If the mathematical model chosen to describe the interaction
is appropriate, then our system should have the property that, independently
of the path of time that it will choose, always we will meet, in the future, the
situation n[Infect|Digest]. Our logic allows us to formulate all these as a logical
statement. We have:

u[k′[open k.k′′[Infect]]|n[k[out n.in k′.in n.0]|open k′.open k′′.Digest]] (1)

For 1 we choose the urelements: α for u, β for n, o for 0, κ for k, κ′ for k′,
κ′′ for k′′, p for Infect and q for Digest with α,β,κ,κ′,κ′′, p, q, o ∈ �. So,
UA = {α,β,κ,κ′,κ′′}, UP = {q, p, o}, O = ∅; f is defined by: f(α) = u, f(β) = n,
f(o) = 0, f(κ) = k, f(κ′) = k′, f(κ′′) = k′′, f(q) = Infect, f(p) = Digest and
e is defined by:

e(α) = {e(κ′), e(β)} =⇒
{

e(κ′) ∈ e(α)
e(β) ∈ e(α) =⇒

{
κ′inα is true
βinα is true

e(κ′) = {e(κ′′)} =⇒ { e(κ′′) ∈ e(κ′) =⇒ { κ′′inκ′ is true

e(β) = {e(κ), p} =⇒
{

e(κ) ∈ e(β)
p ∈ e(β) =⇒

{
κinβ is true
pinβ is true

e(κ′′) = {q} =⇒ { q ∈ e(κ′′) =⇒ { qinκ′′ is true
e(κ) = {o} =⇒ { o ∈ e(κ) =⇒ { oinκ is true

The property we are interested in could be expressed as

Macrophage|V irus |= AF (βinα
∧

qinβ
∧

pinβ)

It says that in all time paths exists at least a reachable state for which n is a
child of the master ambient u = f(α), Infect = f(q) and Digest = f(p) are
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children of the Macrophage ambient n = f(β). Further, for checking the truth
value of this statement, a model checker could be used. Proving that our logical
formula is true it finally means that our mathematical model for describing our
problem is a correct one. Vice versa, if is not valid, the model checker will give
us a counter example that will show the conflict in our model.

4.3 Algorithms for the Accessibility Relation

The accessibility relation computation is based on analysis of the initial state
structure and all its possible derivatives. What basically defines the possible
evolutions (in time) are the prefixes of the processes involved. For every type of
Ambient Calculus reduction (i.e. for each type of capability, c, and for communi-
cation) we construct an algorithm able to verify if the conditions of reduction are
fulfilled (c-condition algorithm) and an algorithm which computes the final state
of the system (c-reduction algorithm). These algorithms are then used within a
more general procedure (the general algorithm) that handles the full structure
of the initial state.

In order to perform the analysis it is useful to arrange the information in the
initial state in two matrices. Consider the following example:

u [m [in n.P ] | n [ Q ]]

If we choose f(α) = u, f(β) = m,f(γ) = n,f(p) = P , and f(q) = Q, then
the two functions and the matrix are:

matrix T1 matrix T2

T1 α β γ p q
α 0 1 1 0 0
β 0 0 0 1 0
γ 0 0 0 0 1
p 0 0 0 0 0
q 0 0 0 0 0

T2 f F
α u ε
β m ε
γ n ε
p P in m
q Q ε

Example (*)

The functions F and f are bundled into T2 matrix, while the matrix T1 has
one line for each element of UP ∪UA∪O, one column for each element of UA∪O,
and is made by setting the entry of column x and row y to 1, if the proposition
xiny is true. All the empty entries are set to 0.

In what follows we present the general algorithm and the algorithms for in-
capability only, the rest of the cases being similar.

General Algorithm. Assume that the initial state S1 is described by T1 and
T2 matrices. The first step in the algorithm is to pick the first column of the
F -part in T2 matrix. For the Example (*) it would be Row = {in m}, just one
element.

Now specific c-condition algorithm checks the possibility of using reduction
rules of the ambient calculus semantics, and if all the necessary conditions hold
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then the specific c-reduction part is performed to compute the next state (by
updating T1 and T2 matrices). In the other case another capability might be
chosen in the cycle until either c-reduction algorithm is finally performed or
the Row set is empty. The algorithm computes exact one state on-forward. See
Algorithm1.

Algorithm 1 General form of the accessibility algorithm
1: Row ⇐ {c | c is the first column of F -part of the T2 matrix }\{ε, output}
2: while Row �= ∅ do
3: choose c ∈ Row
4: c-condition
5: if condition then
6: c-reduction
7: Row ⇐ ∅
8: else
9: Row ⇐ Row\{c}

10: end if
11: end while

where c can be In, Out, Open or Communication in c-condition and c-reduction,
which depends on chosen capability at the third line.

While the empty place ε is excluded from the set Row for the obvious rea-
son, the output action is not accepted for avoiding overlapping actions with the
accepted input action.

The notation S1 |=alg S2 denotes that S2 state is obtained from S1 in one step
using algorithm 1 instantiated with suitable c-condition and c-reduction parts.
We can prove that the accessibility relation between states fulfill the condition:

S1�S2 iff S1 |=alg S2.

In-Condition, In-Reduction Algorithms

n [in m.P | Q] | m [R] −→ m [n [P | Q] | R]

The representation of the initial state of the process is the following:

matrix T1 matrix T2

T1 α β p q r
α 0 0 1 1 0
β 0 0 0 0 1
p 0 0 0 0 0
q 0 0 0 0 0
r 0 0 0 0 0

T2 f F
α n ε
β m ε
p P in m
q Q ε
q R ε

The In-condition and In-reduction algorithms implement the in-reduction
rule of Ambient Calculus semantics.
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The In-condition algorithm checks if there is an ambient with the same name
as the one in-capability refer to (m in the particular case), at the same nested
level as the parent process of the capability owner process; it checks also if there
is no prefix in front of either ambient processes that will be involved in the
reduction. If all the conditions hold then the In-reduction will be performed. It
consists in updating T1 and T2 such that to represent the final state.

The Out-, Open- and Communication- condition/reduction algorithms differ
from the above w.r.t. the Ambient Calculus reduction rules they describe. For
the sake of space, we not discuss them here (for complete details, the reader is
referred to [15]).

Algorithm 2 In-condition
condition ⇐ false
UrBundle ⇐ f−1

S1
(m)

while UrBundle �= ∅ do
choose ν ∈ UrBundle
if parent(parent(p)) = parent(ν) AND
FS1(parent(p)) = ε AND
FS1(ν) = ε AND
∀μ ∈ f−1

S1
(〈0, 0〉), ν ∈ μ ⇒ FS1(μ) = ε then

condition ⇐ true
UrBundle ⇐ ∅

else
UrBundle ⇐ UrBundle\{ν}

end if
end while

Algorithm 3 In-Reduction
{update T2}
FS2(p) ⇐ FS1(p) − 〈in m〉
FS2(x) ⇐ FS1(x) for all x �= p
fS2(x) ⇐ fS1(x)
if fS2(p) = 〈0, 0〉 ∧ FS2(p) = ε then

∀μ ∈ p, FS2(μ) ⇐ FS2(μ) − 〈�〉
end if

{update T1}
βinα ⇐ 0
βinγ ⇐ 1
if fS2(p) = 〈0, 0〉 ∧ FS2(p) = ε then

∀μ ∈ p, μinp ⇐ 0
end if
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5 Implementation Details

We present here the details of the implementation we developed for this logic
in order to perform model checking analysis for Ambient Calculus. We use the
NuSMV model checker for analyzing CTL* logic. Anyway, having the CTL*
logic developed for Ambient Calculus, we can use for our purpose any model
checker able to analysis temporal logics.

The implementation consists in the construction of a translator (in top of the
algorithms presented before) that accepts as input a mobile ambient process and
gives, as output, a model specification file for NuSMV model checker. Hereafter
we sketch this construction.

The translator assigns to each atomical process or ambient (to each urele-
ment), to each capability and to each ambient process name a natural number,
and so it generates the constant definitions for the NuSMV model.

In order to adapt our approach to the requirements of the NuSMV software,
we had to represent the matrices T1 and T2 by means of arrays.

For the matrix T1, representing the urelements by natural numbers and using
the function parent we obtain the representation in NuSMV model as follows:

matrix T1 representation of T1

T1 α β γ δ
α 0 1 1 0
β 0 0 0 1
γ 0 0 0 0
δ 0 0 0 0

parent[α] parent[β] parent[γ] parent[δ]
< no parent > α α β

In this case the translator converted the 4 × 4 matrix having 0 or 1 as entries
into an array of 4 elements where each of them can have one of the values 0, 1,
2 or 3 (these values represent the identities of the processes and play the same
role as the urelements).

For the representation of the matrix T2, the translator generates the next
arrays (functions):

cap2proc: Nc → Np

cap2order: Nc → Nc

nextCap: Np → Nc

cap2name: Nc → Nn

proc2name: Np → Nn

enabled: Np → boolean

where Nc, Np and Nn are integers used to identify, respectively, a capability
(Nc), a process (Np) or a name (Nn).

The array cap2proc stores the information that the capability with identity
Nc is prefixing the process with identity Np.

The array cap2order points out the order in which the capabilities prefixing
the same process can be used for reductions. For example, cap2order[in γ] =
out γ means that out γ might be used only after in γ was used.
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The array nextCap associates to a process the leftmost capability that prefix
it. For instance, nextCap[δ] = in γ means that the capability in γ is enabled in
the process δ.

The arrays cap2name and proc2name handle the storing information about
names that are used in a process formula. For instance, cap2name[in γ] = m
express that in γ can only be applied in the case of an ambient with the name
m, while cap2name[γ] = m is used to express the fact that γ was chosen to name
a process with the name m.

The array enabled is used to block the action of some capabilities. For exam-
ple, it is syntactically possible that the use of a capability to be conditioned by
the use of another one which do not belong to the same process (so cap2order
is not enough). This is the case for c1.(P |c2.Q), where c2 cannot be consumed
before c1, but this case can arise in presence of communications as well. So,
enabled[in γ] = 1 allows the capability to be used while enabled[in γ] = 0 forbid
the use of the capability.

Using the procedure described above the translator is able to encode the
information behind each state of the system. Further it generates the model
for the initial state and for the possible next states using the functions already
presented. The initial state consists in an assignment of values for variables.
Then using the general algorithm it computes the models of the possible next
states.

Fairness constraints generated by the syntactical structure of the ambient
process are defined by the translator in order to avoid the stuck of the system
and to prevent the appearance of impossible paths.

Finally the translator converts the property we want to verify in a form
consistent with the one of the system. In this way the interface with NuSMV is
complete.

6 Conclusions

The logic we constructed in top of Ambient Calculus opens the perspective of
using model checking algorithms (or software) developed for temporal logics in
analyzing mobile computations and, in this way, to predict over the future of
the systems (biological systems) described using the calculus.

Having the description of the states, together with the algorithms for acces-
sibility relation, all we have to do for having model checking for mobile compu-
tations, is to use, further, the algorithms for model checking CTL* (or the tools
already constructed for this purpose). Here we presented the possibility of using
NuSMV model checker.

Our ongoing research makes us confident in the possibility to construct such
a logic for other calculi used for describing biological systems, e.g. BioAmbients
Calculus, or Brane Calculi. In such a way, we could move towards predictions
about the future of (the structures of) biological systems that can be described
using these calculi.
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A The Construction of a Labeled Syntax Tree

We present further the construction of a labeled syntax tree. Consider the am-
bient calculus program:

m[open n.Q|s[out m.in m.n[open t.( out s.(open s.P |R)|K)] ] ] |n[P ]. (2)

As a general rule, we embed our program into a master ambient10 (the master
ambient will have a fresh name). Our program becomes:

u[m[open n.Q|s[out m.in m.n[open t.( out s.(open s.P |R)|K)] ] ] |n[P ]] (3)

10 This is a technical trick that is not disturbing our analysis because of the rule
(RedAmb): P → Q ⇒ n[P ] → n[Q], [13], but it helps to treat the processes as a
whole from the spatial point of view.
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The syntax tree of this process is in Figure

u[ ]

|

m[ ]

|

•

open n Q

s[ ]

•

out m •

in m n[ ]

•′

open t |

•′′

out s |

•

open s P

R

K

n[ ]

P

Fig. 1. Syntax tree of the process 3

For constructing the labeled syntax tree we will define φ. We define the
identity function id as:

id(u) = α, id(m) = β, id(n) = γ (the child of u), id(s) = δ, id(n) = μ,
id(Q) = q, id(P ) = p′ (the child of that n which have γ as identity),
id(P ) = p (the child of that n which have μ as identity), id(R) = r, id(K) = k,
where {α,β, γ, δ, μ, p, q, p′, r, k} ⊂ �.

Observe that in our situation Ω′ = {•′, •′′} (see Figure ). The space func-
tion sp for Π ∪ Ω′ will be defined starting from the values of id for atomic
processes and following the definition of decoration:

sp(u) = {sp(m), sp(n)} (here n is the child of u), sp(m) = {sp(s), q},
sp(n) = {p′} (the child of u), sp(s) = {sp(n)}, sp(n) = {sp(•′)},

sp(•′) = {k, sp(•′′)}, sp(•′′) = {p, r}.

A.

A
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u[ ]
φ→ 〈α, {spβ , spγ}〉

| φ→ 〈∅, 0〉

m[ ]
φ→ 〈β, {spδ, q}〉

| φ→ 〈∅, 0〉

• φ→ 〈∅, 0〉

open n
φ→ 〈q, 1〉 Q

φ→ 〈q, q〉

s[ ]
φ→ 〈δ, {spμ}〉

• φ→ 〈∅, 0〉

out m
φ→ 〈μ, 1〉 • φ→ 〈∅, 0〉

in m
φ→ 〈μ, 2〉 n[ ]

φ→ 〈μ, {sp•′}〉

•′ φ→ 〈∅, {sp•′′}〉

open t
φ→ 〈{k, {p, r}}, 1〉 | φ→ 〈∅, 0〉

•′′ φ→ 〈∅, {p, r}〉

out s
φ→ 〈{p, r}, 1〉 | φ→ 〈∅, 0〉

• φ→ 〈∅, 0〉

open s
φ→ 〈p, 1〉 P

φ→ 〈p, p〉

R
φ→ 〈r, r〉

K
φ→ 〈k, k〉

n[ ]
φ→ 〈γ, {p′}〉

P
φ→ 〈p′, p′〉

Fig. 2. Labeled syntax tree of 3

For capabilities the identity function have the values:

id(open n) = q, id(out m) = μ, id(in m) = μ, id(open t) = {k, {p, r}},
id(out s) = {p, r}, id(open s) = p

and the spatial function:

sp(open n) = 1, sp(out m) = 1, sp(in m) = 2, sp(open t) = 1, sp(out s) = 1,
sp(open s) = 1

Concluding, the function φ will be defined as (we will denote sp(x) by spx):
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φ(u) = 〈α, {spm, spn}〉, φ(m) = 〈β, {sps, q}〉,
φ(n) = 〈γ, {p′}〉,(the child of u) φ(P ) = 〈p′, p′〉(the child of n),
φ(open n) = 〈q, 1〉, φ(Q) = 〈q, q〉,
φ(s) = 〈δ, {spn}〉, φ(out m) = 〈μ, 1〉,
φ(in m) = 〈μ, 2〉, φ(n) = 〈μ, sp•′〉,
φ(•′) = 〈∅, {sp•′′}〉, φ(open t) = 〈{k, {p, r}}, 1〉,
φ(•′′) = 〈∅, {p, r}〉, φ(K) = 〈k, k〉,
φ(out s) = 〈{p, r}, 1〉, φ(R) = 〈r, r〉,
φ(open s) = 〈p, 1〉, φ(P ) = 〈p, p〉,
for all • ∈ Ω \ Ω′, φ(•) = 〈∅, 0〉, for all | ∈ Ω, φ(|) = 〈∅, 0〉,

The labeled syntax tree is in Figure .
We can define now the functions ur, e, f and F .

ur(u) = α, ur(m) = β, ur(n) = γ (the child of u), ur(s) = δ, ur(n) = μ,
ur(Q) = q, ur(P ) = p′ (the child of n), ur(P ) = p, ur(R) = r, ur(K) = k,

ur(•′) = {k, {p, r}}, ur(•′′) = {p, r}
We can define now the function f :

f(α) = u, f(β) = m, f(γ) = n, f(δ) = s, f(μ) = n, f(q) = Q, f(p) = P ,
f(p′) = P , f(r) = R, f(k) = K, f({p, r}) = 〈0, 0〉, f({k, {p, r}}) = 〈0, 0〉
We define, as before, UA = {u ∈ � | f(u) ∈ Λ} and UP = {u ∈ � | f(u) ∈ Π},

which in our example became:
UP = {p, q, r, k, p′}, UA = {α,β, γ, δ, μ} and O = {{k, {p, r}}, {p, r}}.

The function e (as before, we denote e(x) by ex):

eα = {eβ , eγ} , eβ = {eδ, q}, eγ = {p′} , eδ = {eμ}, eμ = {e{k,{p,r}}},
e{k,{p,r}} = {k, e{p,r}}, e{p,r} = {p, r}.

The function F :

F (α) = 〈ε, ε, ...〉, F (β) = 〈ε, ε, ...〉, F (γ) = 〈ε, ε, ...〉 F (δ) = 〈ε, ε, ...〉
F (μ) = 〈out m, in m, ε〉, F (q) = 〈open n, ε〉, F (p) = 〈ε, ε, ...〉,

F (p′) = 〈open s, ε〉, F (r) = 〈ε, ε, ...〉, F (k) = 〈ε, ε, ...〉, F ({p, r}) = 〈out s, ε〉,
F ({{p, r}, k}) = 〈open t, ε〉.

A
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Abstract. Cell-cell adhesion plays a critical role in the formation of tis-
sues and organs. Adhesion between endothelial cells is also involved in
the control of leukocyte migration across the endothelium of blood ves-
sels. The most important players in this process are probably identified
and the overall organization of the biochemical network can be drawn,
but knowledge about connectivity is still incomplete, and the numeri-
cal values of kinetic parameters are unknown. This calls for qualitative
modeling methods. Our aim in this paper is twofold: (i) to integrate in
a unified model the biochemical network and the genetic circuitry. For
this purpose we transform our system into a system of piecewise linear
differential equations and then use Thomas theory of discrete networks.
(ii) to show how constraints can be used to infer ranges of parameter
values from observations and, with the same model, perform qualitative
simulations.

1 Introduction - Modeling Objectives

With the development of high-throughtput projects the quantity of molecular
level data is exploding. It is now clear that biology is entering a new era in which
all these molecular components have to be assembled into a system in order to
reach new levels of understanding.

In general terms, our goal is to formalize ’verbal models’ or, stated differently,
build a formal model from a word description of a biological phenomenon. This
means in practice that the knowledge is incomplete, that most information is not
precise but qualitative, and that we may have to deal with several hypotheses. In
any case, we want to be able to exploit what we do have, even if it is qualitative
information. In such a state of partial knowledge we view modeling as a tool
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to formalize different competing hypotheses and explore their consequences; to
help in interpreting new data and use data to discriminate among competing
models; to infer parameters and to devise maximally informative experiments.
In short we look for rigorous methods to reason about models and data in the
context of incomplete knowledge on complex systems.

Our first goal is the integration of biochemical reactions and genetic reg-
ulatory interactions in a single unified framework. It is possible in the case
of genetic networks to describe the regulatory interactions by logical (or dis-
crete) equations [22] without explicit reference to Ordinary Differential Equa-
tions (ODEs). The situation is different in the case of biochemical or signal
transduction networks because the types of reaction are more diverse (phos-
phorylation, complexation, transport, etc.). So, although differential equations
are not well suited to this knowledge level, it is nevertheless useful to describe
the cellular process in term of differential equations (even with unknown pa-
rameters) and to transform them into a discrete model with the same logical
structure. The modeling process can be summarized as follows: graph of bio-
chemical reactions −→(1) detailed ODEs −→(2) simplified ODEs −→(3) PLDEs
−→(4) discrete equations/interaction graph. Step (1) is straightforward. It re-
lates two equivalent descriptions and can be automated [19]. Step (2) involves
biochemical approximations to obtain a system of lower dimensionality based on
sigmoids. In transformation (3) sigmoid functions are replaced by step functions.
At this stage the system often reduces to piecewise linear differential equations
(PLDEs). For step (4) R. Thomas and others [20, 21, 22, 13] have developped a
method to transform a special class of PLDE into discrete equations to perform
a qualitative analysis of the dynamics.

The second goal is to show that such a formal description of the biological
system at hand can be easily exploited via a Constraint Logic Programming
(CLP) implementation. The advantages of the CLP approach are (i) that the
implementation is expressed in a very similar way to the formal specification,
thus guarantying the correctness of the implementation, (ii) that many differ-
ent queries can be easily asked to this formal specification due to its logical
form. For example, queries equivalent to simulation as well as inference of model
parameters in a context of incomplete knowledge.

These principles are illustrated by the study of endothelial cell-cell adhesion.
This case makes clear that the chemical reaction graph should not be confused
with the interaction graph (as one might think from the study of genetic networks
alone). Once a discrete model is at hand, we focus on the inference of parameter
values satisfying some constraints about the existence of steady states and the
existence of paths corresponding to the junction repairing process.

The organization of the paper is the following: after a short introduction to
the biological phenomenon, we describe the pathway and its components. In the
section 3 the modeling choices and approximations are explained. This allows
us to transform the initial ODEs into a simpler PLDE system, with reduced
dimensionality. The form of this system is slightly different from the one usually
encountered in the field of genetic networks and we show how the theory of
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Snoussi and Thomas [20] can be extended to account for this kind of piecewise
linear system. We then perform an analysis following the lines of this theory. We
explain briefly how the model is implemented in the CLP language Prolog IV
[4] and give examples of queries.

2 Description of the Biological System

The phenomenon of cell-cell adhesion and its control by the cell is rather complex
and our knowledge about it is far from complete.

Blood vessels are lined with a monolayer of endothelial cells that form a
barrier between blood and underlying tissues. This monolayer, called the en-
dothelium, plays a central role in regulating the recruitment of leukocytes at
sites of injury or inflammation. It does this by detecting changes in both the
flow and chemical composition of blood, which triggers the expression and/or
release on the cell surface of a variety of mediators.

Junctions between endothelial cells (adherens junctions) rely on the inter-
action of Vascular Endothelium (VE) cadherin molecules that are specifically
expressed at these junctions [14, 15]. VE-cadherin is directly involved in the
maintenance of endothelium permeability [9, 12] and in the control of the traffic
of leukocytes from blood toward inflamed tissues [10]. Thus, following close con-
tact between leukocytes and endothelial cells, proteases previously stored within
leukocytes are transported at the cell surface and locally cleave VE-cadherin.
This results in the subsequent disruption of adherens junctions that open the
way for leukocyte migration. Once leukocytes have gone through, the integrity of
endothelium must be restored to avoid an excessive accumulation of leukocytes
within inflamed tissues.

This restoration process is the focus of our study. We are able to grow in
culture endothelial cells extracted from human umbilical cords. The cells grow
to confluence and reproduce an endothelium on a 2-dimensional plate. The mi-
gration of leukocytes through the tissue and subsequent destruction of adherens
junctions is simulated in the culture by anti-cadherin antibodies which desta-
bilize the junctional complexes. The biochemical structure of the system is in-
formally illustrated on Fig. 1. We give now a brief description of the different
components.

Adherens junctions in endothelial cells are constituted of VE-cadherin hex-
amers [16]. These VE-cadherins are membrane proteins with a cytoplasmic tail
and a multidomain extracellular part. An hypothesis is that three VE-cadherin
molecules from cell 1 and three from cell 2 self-assemble to form antiparallel
hexamers. These hexameric units are held together via intracellular partners of
VE-cadherin.

β-catenin is one of these intracellular partners. It binds to the cytoplasmic
part of VE-cadherin, and Fig. 1 displays its central role in adhesion. One hypoth-
esis is that the VE-cadherin oligomer assemble first and then β-catenin binds to
it. This is the hypothesis we incorporate in our model although this point is still
controversial. β-catenin links cadherins to the actin cytoskeleton and has thus
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Fig. 1. Schematic and informal representation of the endothelial cell-cell adhesion sys-

tem. This graph stresses the overall architecture of the system. Circles represent chem-

ical species and black ovals chemical reactions. φ represents a degradation process. The

molecules are distributed over three cellular locations: cytoplasm, nucleus and plasmic

membrane. The concentration variables (x, y, z, u, v and w) are defined by the triples

(concentration variables, chemical species label, verbal definition) as follows: (x, cat,

cytoplasmic unphosphorylated β-catenin), (y, cad, monomeric cadherin in the mem-

brane), (z, catnuc, β-catenin in the cell nucleus), (u, catcad3, complex of β-catenin with

the cadherin trimer), (v, lefcat, complex of Lef/Tcf and β-catenin), (w, lef, Lef/Tcf

transcription factor). Single-headed and double-headed arrows denote irreversible and

reversible reactions, respectively

a structural role in the cell, but it is also able to act as a signalling molecule.
Under certain conditions it can enter the nucleus where it complexes with mem-
bers of the Tcf family of transcription factors, controlling gene expression. It is
probable that this move to the nucleus is an active transport process (by oppo-
sition to passive diffusion) : a protein analogous to β-catenin, p120, is known to
bind to motor proteins and to move along microtubules toward the cell nucleus
(microtubules are molecular tubes made from a protein called tubulin). The real
mechanism is poorly characterized and we will consider below two different ways
of modeling it.

Cytoplasmic β-catenin is degraded by a complex called the proteasome. β-
catenin is first complexed to APC and Axin (a scaffold protein), phosphorylated
by two kinases acting in sequence (Ck1, Gsk3) and then released in the cy-
toplasm. The phosphorylated β-catenin is then tagged for destruction by the
protasome. The levels of proteins like Ck1 and Gsk3 are probably regulated
but there is currently no information available. We thus considered that these
proteins are maintained at fixed levels and consequently that proteasomal degra-
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dation can be considered as a separate module with a single input. If regulatory
interactions coupling proteins of this module to the system studied here are later
identified, our model will have to be embedded in a larger model.

3 Modeling Choices - Derivation of a Simplified
Differential System

We give here an outline of the derivation of simplified PLDEs from detailed
’chemical’ ODEs. Our purpose is to obtain a system which is plausible from the
biological point of view, knowing that other choices are possible in the current
state of knowledge on cellular adhesion.

Pseudo-steady State (PSS) Approximation. The PSS approximation is
the main approximation we are going to use. It is classically used in the derivation
of the Michaelis-Menten equation for enzymatic reactions (see for example [17]
for a detailed presentation) and of the equation for regulatory interactions. It is in
fact potentially usable in cases where the first step is a reversible complexation-
decomplexation reaction.

The classical mechanism of the Michaelis-Menten kinetics is:

S + E �k1
k−1

S : E →k2 P + E

where S is the substrate (concentration s), E the enzyme (concentration e),
S:E the transient complex (concentration c) and P the product (concentration
p). The parameters k1, k−1 and k2 are the kinetic constants. The substrate
binds reversibly (double arrow) to the enzyme E. When the substrate is bound,
reaction occurs, product P is released and enzyme E is ready for a new event.
This mechanism is represented by a system of four differential equations (one
for each chemical species). The rate of variation of the concentration c is given
by: ċ = k1.s.e − k−1.c − k2.c .

In most biological situations the concentration of substrate is much larger
than that of enzyme. There is a short transient time during which c increases
very fast and then reaches a steady level (ċ = 0). This is the pseuso-steady state
(PSS) hypothesis. In a closed system, substrate concentration decays slowly as
reaction proceeds, and product concentration rises accordingly.

From ċ = 0 one gets the algebraic equation (k−1+k2).c = k1.s.e in which
time does not appear explicitly, only implicitly through variables s and e. When
using the PSS hypothesis we neglect the transient phase and assume that the
concentrations adjust instantly to the steady-state values after a perturbation.
In other words the characteristic time of the transient phase is supposed to be
short with respect to the kinetics of the perturbation.

The total quantity of enzyme is conserved: e0 = e + c . From this and the
above relation we get: c = f(s) = e0.s

K+s with K = k−1+k2
k1

.

The function f(s) for s ≥ 0 is a hyperbola branch. When cooperative binding
occurs as in the case of allosteric enzymes (enzymes made of several sub-units
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and thus several binding sites), the function f has sigmoid shape. The rate of
production of P is: ṗ = k2.c = k2.f(s) .

The parallel with a regulatory interaction is readily seen: regulatory protein
R (the analog of substrate S) binds reversibly to promoter Pr (DNA sequence);
When R is bound to Pr, gene transcription occurs. The kinetic constant kp

associated to this process represents the average number of ’polymerase start’
events per time unit. The previous reasoning applies, with the difference that
nothing is consumed here. This is in fact a particular case in which k2 = 0 and
thus the system is in quasi-equilibrium at all times. The rate of production by the
regulated gene is then: ṗ = kp.occPr = kp.fp(r) where r is the concentration
of R and occPr the promoter occupancy. Since regulatory proteins are often
dimers, binding to the promoter is cooperative and function fp has sigmoid
shape in most cases. In this treatment concentration fluctuations are assumed
to be negligible (no stochastic effects). We apply the PSS approximation in two
instances below.

Reactions Taking Place in the Cell Nucleus. The rates of variation of the
nuclear species (see Fig. 1) are given informally by:

ż = [transport] + [decomplexation lefcat] − [complexation lef & catnuc]
−[z degradation]

v̇ = [complexation lef & catnuc] − [decomplexation lefcat]
ẇ = [decomplexation lefcat] − [complexation lef & catnuc]

The lefcat complex activates several genes among which the β-catenin and
cadherin genes [9]. This is a typical situation where the PSS approximation can
be used. First at the usual step of binding to DNA (binding of the lefcat complex
to the regulatory site) and also at the step of complexation of lef and catnuc:
v̇ = −ẇ ≈ 0 . The analysis made above can be reproduced with protein Lef/Tcf
in the role of E and nuclear β-catenin in the role of S:

v = fv(z) =
w0.z

Kv + z
(1)

where w0 is the total quantity of Lef/Tcf in the nucleus, and Kv is the Michaelis-
Menten constant of the enzyme.

The transport and degradation terms are given by:
[transport] = kt.ft(x), [z degradation] = mz.z

Reactions Taking Place in the Cytoplasm and Within or Near the
Plasmic Membrane. Trimerization of cadherin and complexation of the trimer
with β-catenin: we assume that these reactions are at quasi-equilibium (they are
fast with respect to synthesis, degradation, transport, etc...). Consequently the
global reaction cat + 3.cad � catcad3 gives the relation: u = Kc.x.y3, where Kc

is the equilibrium constant.
Binding of β-catenin to cadherin may be cooperative, in which case the rela-

tion is different. This does not matter in our context, the important thing being
that we have an algebraic relation g(x, y, u) = 0.
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The remaining equations are:

ẋ = [x synthesis] − [transport] − [x proteasomal degradation]
ẏ = [y synthesis] − [y degradation]

The bracketed terms are given by: [x synthesis] = kx0 + kxs.σ
+(v, sv)

[x proteasomal degradation] = (mx1 + mx2.σ
+(x, sx2)).x

[y synthesis] = ky0 + kys.σ
+(v, sv)

[y degradation] = my.y

where σ+(a, sa) is a positive sigmoid with an inflection point at sa.

Proteasomal degradation differs from spontaneous degradation by the exis-
tence of two levels (mx1 and mx1 +mx2). Note also that we include a basal level
of expression of the β-catenin and cadherin genes (kx0 and ky0).

All occurences of v are replaced by fv(z) (Eq. 1). The [x synthesis] term can
be rewritten as follows:
[x synthesis] = kx0 + kxs.σ

+(fv(z), sv). Under the condition that the threshold
on lefcat is less than the lefcat saturation value, the composition of the hyper-
bola branch with a sigmoid gives a slightly deformed sigmoid (with parameters
different from those of the original sigmoid): [x synthesis] = kx0 + kx1.σ

+(z, sz1)
where kx1 is a new constant defined from kxs and the hyperbola parameters.

We are left with the following system :⎧⎪⎪⎨
⎪⎪⎩

ẋ = kx0 + kx1.σ
+(z, sz1) − kt.ft(x) − (mx1 + mx2.σ

+(x, sx2)).x
ẏ = ky0 + ky1.σ

+(z, sz2) − my.y
ż = kt.ft(x) − mz.z
g(x, y, u) = 0

Note that y does not influence other variables, and can be integrated once
z(t) is known. Thus we can work on the sub-system constituted by the two
differential equations on x and z. From a given solution (x(t), z(t)), y and u can
be calculated.

We consider two ways of qualitatively representing transport, called ’sig-
moidal’ and ’linear’ for short:

– Linear transport: ft(x) = x
– Sigmoidal transport : ft(x) = σ+(x, sx1)

In this last case the system we obtain is close to the classical form used in
the field of genetic regulatory networks:

ẋj = h(x1, . . . ,xi, . . .) − mj .xj (2)

where h is a sum of products of (positive or negative) step functions depending
on several variables xi (possibly including xj itself).

The noticeable differences between these equations and ours are twofold: (i)
the coefficient in the x degradation term is not a constant but contains a step
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function, (ii) the complete system includes an algebraic equation. The three
differential equations can be solved independently of the 4th equation since they
do not involve u.

The version with a linear transport term introduces a third difference: the
differential system is not diagonal any more since ż involves z and x.

4 Discrete Models and Thomas-Snoussi Theory

L. Glass [7, 8], R. Thomas [22] and others have developped a logical description
for genetic regulatory networks. It allows to analyse qualitatively the dynamics
of such networks. As said above the logical equations are derived from PLDEs
of the form (Eq. 2). The variables xi can be viewed as the concentrations of the
proteins produced by the genes. A state x of the system is defined by a vector
(x1, . . . , xj , . . . ) and a path is a sequence of states.

In the asynchronous description a focal point X is associated to each state x:
X = f(x) . The state X is the state toward which the system tends. If only one
variable differs between X and x, this variable changes value in the transition
t → t + 1 and state X is reached at the next step. If n variables differ between
X and x, n transitions are considered because by definition only one variable
can change value in a transition. In such a description the system evolution is
non-deterministic.

When logical equations are viewed as abstractions of PLDEs, it is easily
seen that the probability for two or more variables to switch synchronously
is marginal. The state space (concentration space) is divided into rectangular
domains by the thresholds existing along each axis xi: in each domain Dk the
DE system is linear, and a focal point Fk can be associated to Dk: Fk = φ(Dk).
Another important aspect is that the kinetic parameters are poorly known or
totally unknown. Snoussi, Thomas and colleagues [20, 21, 22] have developped a
method in which these parameters are discretized on the scale defined by the
thresholds. This means that the location of the focal points is not precisely
known. What is known is, for each domain Dk, which domain Df the focal
point Fk belongs to. From this mapping, the transitions between domains can
be established and the transition graph built.

As mentioned at the end of section 3, the differential equations we obtain
do not have exactly the form of those used to describe genetic networks. We
have shown (to be published) that PLDEs with piecewise linear degradation
terms can be transformed to the form used by Thomas and colleagues. It is
thus possible to represent the logical structure of the system by an equivalent
interaction graph and perform an analysis in term of circuits [20, 21, 22]. It is also
in principle possible to extend the theory to PLDEs with off-diagonal terms, but
the transformation becomes complicated, and implies the introduction of many
discrete Ka,i parameters (see next section for the definition). In the following,
we present only the discrete equations obtained on our specific case.
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5 Model Implementation in Constraint Logical
Programming

CLP is a programming technique based on a declarative approach. A program
is constituted of a set of predicates stating what is known to hold true on the
system.

The construction of a program proceeds in two steps:

1. Statement of a logical specification. In our case this step corresponds to the
statement of predicates defining the formalism used (asynchronous networks
with discrete parameters) and those defining the model itself. The model is
represented a set of constraints corresponding to the discrete equations.

2. Statement of queries. Some of the parameters involved in the queries can be
constrained while others are left unconstrained. In our context the parame-
ters are typically the discretized kinetic parameters and sequences of states
of the biological system. Examples are shown below.

In the case of a query with known kinetic parameters and unknown sequence
of states the program returns the paths compatible with the parameters. This
corresponds to a qualitative simulation. In the case of a query with known se-
quence of states and unknown parameters, the program returns the parameters
compatible with the paths, or in other words an inference on the kinetic param-
eters (reverse-engineering). Mixed requests can also be formulated when part of
paths have been observed and parameters are partially characterized. The re-
versibility property is one of the most powerful and interesting in this context.
The same model description can be used for simulation, inference and mixed
requests. Finally, constraints allow an efficient representation of sets of models.
It is the addition of new constraints which allows to reduce the set of possible
models.

5.1 The Two Models

The real parameters used in the models are the following:

Kx,0 = kx0
mx1

Kx,3 = kx0
mx1+mx2

Kx,6 = kx0
mx1+kt

Kx,9 = kx0
mx1+mx2+kt

Kx,1 = kx1
mx1

Kx,4 = kx1
mx1+mx2

Kx,7 = kx1
mx1+kt

Kx,10 = kx1
mx1+mx2+kt

Kx,2 = kt
mx1

Kx,5 = kt
mx1+mx2

Kx,8 = kt
mx1+kt

Kx,11 = kt
mx1+mx2+kt

Kz = kt
mz

At this point, we make an additional approximation by replacing sigmoids
(σ) by step functions (s).
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X = s−(x, sx2).[Kx,6 + Kx,7.s
+(z, sz1)] + s+(x, sx2).[Kx,9 + Kx,10.s

+(z, sz1)]
Z = Kz.X

giving the coordinates (X,Z) of the focal point associated to the point (x,z).

Now, following Thomas [22], we define discretization operators. If for ex-
ample, a real variable a has two thresholds (sSup, sInf with sSup > sInf) it is
abstracted in a discrete variable a = d(a) as follows:

a = 0 ⇔ a < sInf

a = 1 ⇔ sInf < a < sSup

a = 2 ⇔ sSup < a

We introduce the following discrete variables:

X = dx(X), Z = dz(Z), x = dx(x), z = dz(z).

There are three thresholds in this model: sx2, sz1, sz2 and consequently two
threshold orders have to be examined: sz1 < sz2 (model A1) and sz2 < sz1

(model A2). The parameterized discrete models A1 and A2 are defined in Table
1. Note that, even though sz2 does not appear in these two equations, it must
be taken into account because y depends on this threshold.

Table 1. Tables for models A1 and A2

x z X Z X Z

0 0 Kx,6 Kz,6 Kx,6 Kz,6

0 1 Kx,6+7 Kz,6+7 Kx,6 Kz,6

0 2 Kx,6+7 Kz,6+7 Kx,6+7 Kz,6+7

1 0 Kx,9 Kz,9 Kx,9 Kz,9

1 1 Kx,9+10 Kz,9+10 Kx,9 Kz,9

1 2 Kx,9+10 Kz,9+10 Kx,9+10 Kz,9+10

There are eight discrete parameters Kx,i and Kz,i for these two models. These
parameters Ka,i are defined as follows: Ka,i = da(Ka,i), Ka,i+j = dx(Ka,i +
Ka,j). From this definition one can deduce the constraints: Kx,6 ≤ Kx,6+7,
Kx,9 ≤ Kx,6, Kx,9+10 ≤ Kx,6+7, Kx,9 ≤ Kx,9+10, Kz,6 ≤ Kz,6+7, Kz,9 ≤ Kz,6,
Kz,9+10 ≤ Kz,6+7, Kz,9 ≤ Kz,9+10.

Due to the above inequalities, if Kz,6+7 < 2 then Kz,6 < 2, Kz,9 < 2 and
Kz,9+10 < 2. This means that Z cannot be equal to 2 (see Table 1) and thus
no state with z = 2 is reachable. We make the biological hypothesis that our
system can reach states in which both β-catenin and cadherin are produced,
which means that z is above both sz1 and sz2 (z = 2), so that we have necessarily
Kz,6+7 = 2. For each case (A1, A2), 84 parameter sets are compatible with the
above constraints.

Model A : Model with Linear Transport. From the PLDEs it is possible
to derive the following equations:
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Model B : Model with Sigmoidal Transport. From the PLDEs it is pos-
sible to derive the following equations:
X = s−(x, sx2).[(Kx,0 − Kx,2) + Kx,1.s

+(z, sz1) + Kx,2.s
−(x, sx1)]

+s+(x, sx2).[(Kx,3 − Kx,5) + Kx,4.s
+(z, sz1) + Kx,5.s

−(x, sx1)]
Z = Kz.s

+(x, sx1)

There are four thresholds in this model: sx1,sx2, sz1, sz2 and consequently
four pairs of threshold orders have to be examined: sx1 < sx2 and sz1 < sz2

(model B1), sx1 < sx2 and sz2 < sz1 (model B2), sx2 < sx1 and sz1 < sz2 (model
B3), sx2 < sx1 and sz2 < sz1 (model B4). The parameterized discrete models
B1, B2, B3 and B4 are defined in Table 2.

Table 2. Tables for models B1, B2, B3 and B4

x z X Z X Z X Z X Z

0 0 Kx,0 0 Kx,0 0 Kx,0 0 Kx,0 0
0 1 Kx,0+1 0 Kx,0 0 Kx,0+1 0 Kx,0 0
0 2 Kx,0+1 0 Kx,0+1 0 Kx,0+1 0 Kx,0+1 0
1 0 Kx,0−2 Kz Kx,0−2 Kz Kx,3 0 Kx,3 0
1 1 Kx,0+1−2 Kz Kx,0−2 Kz Kx,3+4 0 Kx,3 0
1 2 Kx,0+1−2 Kz Kx,0+1−2 Kz Kx,3+4 0 Kx,3+4 0
2 0 Kx,3−5 Kz Kx,3−5 Kz Kx,3−5 Kz Kx,3−5 Kz

2 1 Kx,3+4−5 Kz Kx,3−5 Kz Kx,3+4−5 Kz Kx,3−5 Kz

2 2 Kx,3+4−5 Kz Kx,3+4−5 Kz Kx,3+4−5 Kz Kx,3+4−5 Kz

There are nine discrete parameters Kx,i and Kz for these four models, which
are constrained by their definitions: Kx,0−2 ≤ Kx,0, Kx,0 ≤ Kx,0+1, Kx,0−2 ≤
Kx,0+1−2, Kx,0+1−2 ≤ Kx,0+1, Kx,3−5 ≤ Kx,3, Kx,3 ≤ Kx,3+4, Kx,3−5 ≤
Kx,3+4−5, Kx,3+4−5 ≤ Kx,3+4, Kx,3 ≤ Kx,0, Kx,3+4 ≤ Kx,0+1, Kx,3−5 ≤
Kx,0−2, Kx,3+4−5 ≤ Kx,0+1−2, Kz = 2. The last constraint is due to the bio-
logical hypothesis, as stated above.

5.2 Organization of the CLP Program

Now a few words about the overall organization of the CLP program. A gen-
eral predicate defines the asynchronous multivalued framework. The predicate
multivalued async model(Model, Path) is true if Path is a possible path of
the model Model. A path is a list of states. A model is defined by the type of
transport and the threshold order. It is represented by a transition table (see
Tables 1 and 2) and a set of constraints between the model parameters which
are deduced from the definition of the model. A general constraint defined in
multivalued async model is for example that a variable value changes by unit
steps in a transition (it cannot jump from 0 to 2 or from 2 to 0).

Due to the fact that we obtain discrete equations from the PLDEs, it is pos-
sible to use the constraint solver on intervals of Prolog IV. In our case, variables
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have finite domains. As an example, consider a case where a model Model is
known, defined by a table T and parameters P. Then a typical query concerning
the existence of steady states is the following:

Path = [S,S] ,
Model = [T,P] ,
multivalued_async_model(Model,Path) .

5.3 Example of Queries and Results

Questions about Steady States. In the case of sigmoidal transport (four
models: B1, B2, B3, B4), we ask the list of all possible steady states (whatever the
threshold orders). We find four states: (0, 0), (1, 0), (1, 2), (2, 2). An additional
query allows to see that there exists no set {Ka,i} having more than two steady
states. We obtain the same result, i.e. no more than two stable states, in the
case of linear transport (two models: A1 and A2).

The next query is: What are the sets of Ka,i values having just two steady
states? For model B3 for instance, there are five solutions: one having steady
states (0,0) and (2,2) and four having (1,0) and (2,2). In the case {(0,0),(2,2)},
we interpret state (0,0) as the normal state in which β-catenin is present in the
cytoplasm and in the nucleus at low levels. In all cases, (2,2) is a pathological
state of constant over-expression.

Question About the Perturbation. From this point, one would like to know
in case B with the two steady states (0,0) and (2,2) whether it is possible to take
into account the repairing of the junctions. More precisely, when junctions are
destabilized by antibodies, cadherins are destroyed and β-catenins are released
in the cytoplasm. In our modeling the perturbation is represented by setting
the system in a state with larger values of x. It implies that (2,2) cannot be
considered as a normal state of the cell (because x cannot be augmented). The
resulting query checks that it exists a path beginning in state (1,0) and containing
a state where z = 1 (the nuclear β-catenin concentration is observed increasing
[9]) which finishes in state (0,0) (the normal steady state is reached). It appears
that only model B2 is acceptable.

Also, one would like to know the parameter sets in case B for a unique steady
state (excluding (2,2)), which takes into account the repairing of junctions. The
resulting query checks that it exists a path beginning with the perturbed state
and containing a state where z has been increased which finishes in the steady
state. Model B3 admits 29 parameter sets having exactly one steady state. The
added constraint on the existence of a restoration path eliminates 14 sets.

6 Conclusion and Perspectives

Using the PSS approximation we have been able to represent our biochemical
system by PLDEs very similar to the ones used for genetic networks. This allowed
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us to describe in a unified way regulatory interactions and biochemical reactions.
This kind of analysis is not general and must be performed on each specific case.

Then, using an exploratory strategy and refining progressively the queries,
we were able to deduce interesting properties having biological interpretation.
We focused on stable states and models exhibiting ’return to stable state’ paths
and it appeared that such constraints reduce notably the number of possible
parameter sets. We were not interested in oscillating behaviors, but it is course
possible to express constraint-based queries about cylic paths.

Related Work. Constraint Satisfaction Problem (CSP) technology is used by
V. Devloo [6] to discover efficiently the steady-state of completely instantiated
asynchronous models. It is mentionned also that this approach could be used, as
we do in this paper, to induce parameters from system behaviors.

Chabrier and Fages [2] describe a model-checking approach in CLP [5] (with
linear arithmetic constraints) to check properties of qualitative or quantitative
systems expressed in Computation Tree Logic (CTL): this study considers that
the biological system is known.

Peres and Comet [18] pursue a similar goal as ours (inference of a Thomas
network) by using model-checking and CTL, but without using constraints. They
generate 27 model instances and check the validity of a CTL formula on each of
them. This allow them to reduce to 14 possibilities. An approach similar to ours
was advocated by J. Cohen for the case of gene regulatory networks [3].

Bockmayr and Courtois [1] use HCC (Hybrid Concurrent Constraint) which
can tackle more general differential equations. But this technology does not ap-
pear to possess the full capabilities of constraints, namely to infer pre-conditions
from post-conditions. For the purpose of taking into account more general dif-
ferential equations. We are thinking to rather use an approach similar to the one
proposed by Hickey [11].

It is worth noting that the CLP technology as used in this paper, provide not
only constraint solvers (in particular CSP solvers) but also a very flexible and
powerful way to express queries via logical formulas. The queries mentioned in
section 5 are typical of this aspect as each of them introduce new constraints to
be added to the constraints defined by the predicate multivalued async model.

Perspectives. DNA chip experiments as well as proteomic experiments are
being done in our lab to identify new players (genes and proteins). This will
extend the molecular network but will also bring new data and thus new con-
straints. Other biological hypotheses should be included concerning for example
the adherens junction assembly process. Taking into account combinations of
such hypotheses, we will generate a ’model space’. It will then be even more
important to have formal reasoning tools to discriminate these models.

Also we intend to study carefully the language of the interesting queries which
can be answered efficiently. The present network is tractable, but it could be a
different matter as complexity increases.
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Abstract. In this paper we present a methodology to estimate rates of
enzymatic reactions in metabolic pathways. Our methodology is based on
applying stochastic logic learning in ensemble learning. Stochastic logic
programs provide an efficient representation for metabolic pathways and
ensemble methods give state-of-the-art performance and are useful for
drawing biological inferences. We construct ensembles by manipulating
the data and driving randomness into a learning algorithm. We applied
failure adjusted maximization as a base learning algorithm. The pro-
posed ensemble methods are applied to estimate the rate of reactions in
metabolic pathways of Saccharomyces cerevisiae. The results show that
our methodology is very useful and it is effective to apply SLPs-based
ensembles for complex tasks such as modelling of metabolic pathways.

1 Introduction

Metabolic pathways can be viewed as series of enzyme-catalysed reactions where
product of one reaction becomes substrate for the next reaction. These pathways
can be branched and interconnected via shared substrates. Quantitative analysis
of enzymatic reactions is very important in biomedical applications, biotechnol-
ogy and drug design. Estimation of reaction rates of enzymes in metabolic path-
ways is a key problem in quantitative analysis and modelling of metabolism.
Behaviour of enzymes in metabolic pathways can be studied using Michaelis-
Menten (MM) framework that is very useful in biological kinetics and pharma-
cokinetics. However information required for MM equation is not easily available
and the application of MM equation is not free from problems [1]. In this pa-
per we present a methodology that applies stochastic logic learning in ensemble
learning to calculate enzymatic reaction rates.

Ensemble methods are state-of-the-art learning algorithms to solving predic-
tion problems. The underlying aim of ensemble methods is to construct a highly
accurate predictor. These methods accomplish this aim by constructing a series
of predictors (models). The final model performs the estimation task by aggre-
gating the estimations of individual models. Bagging [2] and boosting [3] are
the most popular examples of these methods. Experimental results [4, 5, 6] have
demonstrated ensemble methods’ ability to generate highly accurate predictors
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and their surprising contradiction of Ockham’s razor that give preference to
simple hypotheses over complex ones. In order to understand this phenomenon
ensembles have been analysed as they relate to the margin theory [7, 8]. Ensem-
ble methods have also been analysed in terms of bias (measure of the goodness
of the average predictor’s approximation of the target function) and variance (a
measure of the diversity among the base learning algorithm’s guess) [5]. Bagging
is a variance reduction technique and is very effective for unstable learning meth-
ods. It has also been shown that bias and variance can be expressed in terms
of margin and margin can be expressed in terms of bias and variance [9]. In
this paper we focus on bagging that is particularly useful for unstable predictors
and possess characteristics such as parallelization. Parallelization is particularly
important for stochastic logic learning where run time can be high depending on
the complexity of a problem. These properties make bagging an ideal method to
combine with SLPs.

SLPs [10] are generalisations of Hidden Markov Models (HMMs) [11] and
Stochastic Context Free Grammars (SCFGs) [12]. They were viewed as a com-
pact approach to representing a probabilistic preference function to provide as
a parameter to ILP algorithms. HMMs and SCFGs have been extremely suc-
cessful in sequence-oriented applications in natural language and bioinformatics.
They provide a compact representation of a probability distribution over se-
quences. This contrasts with Bayesian networks, which represent conditional
independences between a set of propositions. It is natural to think of HMMs and
SCFGs as representing probabilities over objects in the domain (Halpern’s type
1 approach from [13]) and Bayesian networks as representing probabilities over
possible worlds (Halpern’s type 2 approach). Learning of SLPs can be viewed
as learning of parameter estimation or structural learning. In this paper we fo-
cus on the parameter estimation task, as we want to study the performance of
SLPs-based ensembles to obtain the rate information of reactions in metabolic
pathways. In order to learn the parameters over SLPs we employed failure ad-
justed maximisation (FAM) as a base learner.

The combination of boosting with Inductive Logic Programming (ILP) has
been pioneered by Quinlan [14]. Recently Dutra et al. [15] have investigated
bagging in Inductive Logic Programming. However ensemble methods have never
been applied in conjunction with SLPs. This is the first combination of ensemble
learning with SLP learning.

We adapt bagging in SLPs to perform rate estimation task in metabolic
pathways. We also present another method, ranbag, to construct an ensemble
by driving randomness into a learning algorithm. Bagging and ranbag obtain
predictors from FAM. The final estimation is obtained by computing the average
of the outputs of all the base predictors. We evaluate SLPs-based bagging and
ranbag to modelling metabolic pathway of Saccharomyces cerevisiae. The results
show that it is useful to apply ensembles for learning SLPs to modelling metabolic
pathways.

The paper is organised as follows. A brief overview of metabolic pathways
has been given in Sect. 2. Section 3 explains SLPs and FAM. In Sect. 4 we have
described bagging and ranbag. Section 5 explains experimental results.
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2 Metabolic Pathways

Genomic data is now being obtained on an industrial scale. Complete drafts
of the human genome were published during 2001 [16, 17]. Projects are under
way to sequence the genomes of the mouse, rat, zebra fish and puffer fishes T.
nigoviridis and Takifugu rubripes. The focus of genome research is moving to
the problem of identifying the biological functions of genes. An application of
inductive logic programming to functional genomics is described in [18].

Amino acids Purines Monosaccharides

Metabolite

Known

enzyme

Unknown

enzyme

Proteins

Essential molecules

Polysaccharides

Lipids

Nucleic Acids

Growth medium

Biotin

Fig. 1. Illustration of Cell with metabolic network involved in converting growth media

into molecules essential for life

Figure 1 illustrates the way in which a network of metabolic reactions within
a cell convert a growth medium (input compounds) into molecules, which are
essential for life (output compounds). Each intermediate compound (associated
with nodes of the graph) is known as a metabolite and each metabolic reaction is
mediated by an enzyme (arcs in the graph). Presently not all enzymes involved
in metabolic reactions are known. Online databases such as KEGG1, WIT2 and
BRENDA3 describe relationships between tens of thousands of enzymes. Mea-
suring the rates of catalysed reactions can identify enzymes. Michaelis-Menten
(MM) framework can be used to estimate reaction rates of enzymes. In order
to compute these rates, using MM equation, information can be obtained from
online database discussed above. These databases may not contain all the re-
quired information. Alternatively enzyme kinetics can be studied using learn-
ing techniques such as SLPs-based bagging and ranbag. SLPs provide an ideal
representation for such data as rates can be viewed as probabilities, which can
capture rates as proportions. In this way, the rates of enzymatic reactions can be
estimated by computing the parameters over SLPs. In other words SLPs-based
ensemble methods provide an efficient way to study enzyme kinetics.

Metabolic pathways have been studied using mathematical models that com-
prise sets of ordinary differential equations (ODEs). ODEs model the dynamic

1 http://www.genome.ad.jp/kegg/
2 http://wit.mcs.anl.gov/WIT2/
3 http://www.brenda.uni-koeln.de/
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proprieties of enzyme-catalysed reactions. There exist simulation tools for ODE
cellular modelling. Gepasi [19] and DBsolve [20] are example of such simula-
tion software. In order to handle non-deterministic characteristics of biological
system, stochastic techniques such as Next Reaction Method [21] have been de-
veloped. In order to apply learning methods such as bagging and ranbag to ODE
models or stochastic models, we need base learner that can learn these models.
Once a sequence of ODE models or stochastic models is obtained from base
learner, bagging-based methods can be applied to generate the final model. The
final model that is a combination of individual ODE models or stochastic models
can have a higher accuracy than any of the individual base models.

3 Stochastic Logic Programs for Biological Domains

Stochastic logic programs (SLPs) extend standard logic programs in order to
represent probabilistic knowledge. SLPs have also been used to provide distribu-
tion for sampling the data [22]. In this way the application of SLPs are twofold,
they not only provide a way for efficient sampling but also represents complex
uncertain knowledge.

Syntax for SLPs: An SLP is a definite labelled logic program. In an SLP all
or some of the clauses are associated with probability labels (parameters) and is
known as pure SLP or impure SLP respectively. An SLP is said to be normalised
if label of the clauses with same predicate symbol in the head sum to one and
unnormalised otherwise. Formally an SLP S is a set of labelled definite clauses
p : C where p ∈ [0, 1] is a probability label or parameter and C is a range-
restricted definite clause. In this way an SLP provides an efficient representation
to model metabolic pathways, where the set of clauses can describe enzymes
and probability labels depict rates of reactions in metabolic pathways. Figure 2
shows the syntax of SLPs.

SLP eg.

Labelled Definite Clause 0.3: like(X,Y) ← pet(Y,X)
Labelled Program (impure) 0.3: proteinfold1(X) ← ..

0.3: proteinfold2(X) ← ..

Labelled Program (normalised) 0.5: coin(head) ←
0.5: coin(tail) ←

Fig. 2. Syntax for SLPs

Semantics for SLPs: The semantics for SLPs is illustrated in Fig. 3. SLPs have
a distributional semantics, that is one, which assigns a probability distribution to
the atoms of each predicate in the Herbrand base of the underlying (unlabelled)
logic program. An interpretation M is a model of an SLP S if all the atoms a
have a probability assigned by M which is at least the sum of the probabilities
of derivations of a with respect to S.
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SLP eg.

Distributional 0.3: p(a) ..
Interpretation 0.4: q(a) ..

Distributional 0.3: p(a) ..
Model 0.3: q(a) ..

P |= Q 0.3: q(a),
1.0: p(X) ← q(X) |= 0.3: p(a)

Fig. 3. Semantics for SLPs

SLP eg.

SSLD derivation {0.3: q(a),
1.0: p(X) ← q(X) } refutes goal 0.3: ← p(a)

Fig. 4. Proof for SLPs

Proof for SLPs: Figure 4 shows proofs for SLPs. Probabilities are assigned to
atoms according to an SLD-resolution strategy which employs a stochastic selec-
tion rule. Derivations can be viewed as Markov chains in which each stochastic
selection is made randomly and independently. Thus the probability of deriving
any particular atom a is the sum of products of the probability labels on the
derivations of a.

Failure Adjusted Maximization (FAM)- An Example of Learning
Methods for SLPs
Expectation Maximization (EM) [23] is a well-known maximum likelihood pa-
rameter estimation technique. EM is an iterative algorithm that performs the
parameter estimation task from incomplete data. Failure adjusted maximization
(FAM) [24] uses EM algorithm to compute maximum likelihood estimates for
pure, normalised SLPs. In order to apply EM algorithm for parameter estimation
task a complete dataset of atoms has its natural representation as incomplete
dataset of atoms. A set of atoms yielding the refutation from a complete dataset
of derivations makes an incomplete dataset of atoms.

Given a logic program and a set of initial (prior) parameters FAM computes
the maximum likelihood estimates in a two step (expectation step and maximiza-
tion step) iterative learning process. In the expectation step FAM computes the
weighted contribution of the clause to deriving a data point and weighted con-
tribution of the clause due to failed derivation. In the maximization step the
contribution of the clause is maximised. The value associated with each clause
is normalised and becomes an input for the next iteration of FAM. In this way,
at each iteration FAM improves the current estimates of the parameters. This
process is repeated till convergence. In this paper we applied FAM as a base
learner to compute the reaction rate of metabolic pathways.
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4 Bagging and Variants

Ensemble methods such as bagging and ranbag work by repeatedly calling a base
learner to produce a series of predictors. The final predictor is a combination
of individual predictors and generally has a higher accuracy than any of the
individual base learners. Although this higher accuracy is due to uncorrelated
errors among the base predictors, the following factors also contribute to the
success of the ensemble methods. 1) The base learner is too simple (weak) to
generate a hypothesis with low error. A predictor that is a combination of these
hypotheses can have high accuracy. 2) The base learner is unstable such as
decision trees, neural network, an inductive logic programming algorithm and
a learning algorithm for SLPs. For an unstable base learner a small change
in the learning set significantly affects the generated predictor. 3) The base
learning algorithm suffers from some problems (employing search strategies that
are not good enough to select a good hypothesis) that can be overcome using a
combination of predictors generated by these learning algorithms.

We can view the learning process of bagging and ranbag as comprising two
stages. In the first stage base predictors are generated and in the second stage
these predictors are combined.

Bootstrap Aggregating (Bagging): We now describe how we have adapted
bagging for learning the parameters over SLPs to modelling metabolic pathways.
Bagging is based on the idea of resampling and combining. In order to obtain
a predictor from the base learner, bagging provides the base learner with boot-
strap replicates [25] of the learning set. A bootstrap replicate is constructed by
randomly drawing, with replacement, n instances from the learning set of size
n. These instances are drawn according to a uniform distribution that is kept
on the learning set. The bootstrap replicate may not contain all of the instances
from the original learning set and some instances may occur many times. On av-
erage bootstrap replicate contain 63.2% of the distinct instances in the learning
set.

Require:
Learning Set: L = {x1, , . . . , xn} where xi ∈ X.
A base learner that takes an underlying logic program representing enzymes in a
metabolic pathway and a set of prior parameters that gives an initial guess of the
rates of enzyme-catalysed reactions.
for t = 1 to T do
/* Generate bootstrap sample LB from a learning set L */
/* Call the base learner with underlying logic program LP and prior parameters P0.
Set the prior parameters according to uniform distribution */
ht = BL(LB , LP, P0)
end for
/* The bagged estimation is */

hbag =
1

T

∑T
t=1 h(P̂ )i

Fig. 5. Bagging for rates estimation in metabolic pathways
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Pseudocode for bagging is given in Fig. 5. As input, bagging requires a learn-
ing set L of instances of the form L = {x1, . . . ,xn}. The instances are generated
independently and identically according to the probability distribution D. In our
setting, the learning set contains all the information that is required to measure
the reaction rates of enzymes. In order to estimate these rates NMR or mass
spectrometric data can be used as learning set. Alternatively an SLP represent-
ing metabolic pathway can be used to generate a learning set.

As described, bagging calls learning algorithm BL for T number of times. In
order to perform rates estimation a learning algorithm such as FAM is specified.
FAM is provided with a bootstrap sample LB , an underlying logic program and
a set of prior parameters (initial guess). Note that the prior parameters are
set according to a uniform distribution. For a particular bootstrap sample the
estimated parameters (predictions) are denoted by h(P̂ ). This process of drawing
a bootstrap sample and obtaining predictions is repeated for T times. The bagged
prediction is obtained by computing the average of the outputs of all the base
predictors. The bagged estimation for ith parameter is hbag = 1/T

∑T
t=1 h(P̂ )i.

Random Prior Aggregating (Ranbag): In order to find out the reaction
rates of enzymes in a metabolic pathway we introduce, ranbag, a variant of
bagging. Ranbag performs the rates estimation task by driving randomness into
FAM. In this ways ranbag is based on the idea of combining a set of diverse
predictors. In order to obtain these predictors the prior parameters of FAM
are set randomly. The obtained base predictors can be substantially diverse
as FAM depends on the selection of prior parameters. Pseudocode for ranbag
is given in Fig. 6. As described, ranbag requires a learning set L and a base
learner that takes a set of prior parameters and underlying logic program. Let
the learning set L represents the data containing the information required to
calculate reactions rates of enzymes and the logic program LP is a set of clauses
where each clause represents an enzyme. Let the prior parameters provide the
initial guess for reaction rates. Ranbag calls learning algorithm BL such as FAM,
for T number of iterations. At each iteration FAM is provided with same learning
set L, and underlying logic program but prior parameters Pt are set randomly.
The estimated parameters (predictions) are denoted by h(P̂ ). This process of

Require:
Learning Set: L = {x1, , . . . , xn} where xi ∈ X.
A base learner that takes an underlying logic program and a set of prior parameters.
for t = 1 to T do
/* Set the prior parameters Pt according to random distribution.
/* Call the base learner with underlying logic program LP and prior parameters Pt.
ht = BL(LB , LP, Pt)
end for
/* The final estimation is */

hranbag =
1

T

∑T
t=1 h(P̂ )i

Fig. 6. Ranbag for the estimation of the rates of enzyme-catalysed reactions
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setting the prior randomly and obtaining predictors is repeated for T times.
The final estimation is obtained by computing the average of the outputs of
all the base predictors. The final estimation for ith parameter is hranbag =
1/T

∑T
t=1 h(P̂ )i.

5 Experimental Analysis

In this section, we describe a series of extensive and systematic experiments.
We empirically evaluated bagging and ranbag to calculate the rates of enzyme-
catalysed reactions in metabolic pathways.

Datasets. We applied bagging and ranbag to modelling aromatics amino acid
pathway of Saccharomyces cerevisiae (baker’s yeast, brewer’s yeast) [26]. We
compared modelling performance of bagging with ranbag’s performance. Fig-
ure 7 shows the aromatic amino acid pathway of yeast. SLPs naturally represent
metabolic pathways as they can capture the rate information by way of proba-
bilities (parameters over SLPs). We used the implementation of FAM available
at4. The metabolic pathways have been represented by an SLP comprising of
21 stochastic clauses. Each clause of SLP provides the probabilistic information
about the occurrence and non-occurrence of a reaction. In this way an SLP repre-
sents a metabolic pathway and tell the reactions’ rates. Furthermore, modelling
performance of bagging and ranbag has also been evaluated where a branch has
been added in the metabolic networks. A branching metabolic networks is ob-
tained by adding a branch in the same metabolic pathway (shown in Fig. 7).
This phenomenon provides us with a new SLP.

As discussed, SLPs provide an efficient way for sampling the data, we gener-
ated the data using SLPs for both the chain and branching metabolic pathways.
In our experimental setting the two SLPs represent chain and branching scenar-
ios and two datasets are generated using these SLPs. These dataset hereafter
are referred to as Chain dataset (non-branching metabolic network) and Branch
dataset (branching metabolic network).

Experimental Methodology. Bagging and ranbag obtain base predictors from
an SLP learning algorithm, FAM. The coordinates described below can control
the performance of FAM and ensembles.

Convergence Criteria: FAM allows specifying the convergence criterion. We
set it the log likelihood.

Prior: This corresponds to prior (initial) parameters of FAM. The prior pa-
rameters can be set randomly or uniformly. We set the prior parameters of FAM
according to a uniform distribution for bagging. The prior has been set according
to random distribution for ranbag.

Stopping Criterion: In bagging and ranbag we specify the number of base
models T . We set the number of models T to 100.

4 http://www-users.cs.york.ac.uk/˜nicos/sware/
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Fig. 8. MSE for non-branching metabolic pathway

As part of our experimental methodology we sampled chain and branch dataset
where each dataset comprising of 1000 instances. The experiments were per-
formed 10 times using 10 different sets of chain and branch data.

Evaluation Measure: We used mean squared error (MSE) and Kullback-Leiber
(KL) divergence performance measures to estimate the goodness of bagging and

ranbag. MSE is given by, MSE =
∑N

i=1(pi−p̂i)
2

N , where pi are the parameters
need to be estimated and are termed the true parameters and p̂i are estimated
parameters and N is the total number of parameters. KL divergence to true
parameters is given by KL =

∑
i pi log(pi

p̂i
)

Results. Figure 8 through figure 11 show the results of the experiments. Fig-
ure 8 and figure 10 represent the MSE for non-branching and branching metabolic
pathway. Figure 9 and figure 11 show the KL divergence to true parameters. The
results are averaged over 10 runs of the method. These figures demonstrate how
the solution improves with iterations. The performance of bagging and ranbag
varies by combining models or predictors. The results show that KL divergence
to true parameters and MSE drops to a minimum value by combining a number
of diverse models. In other words bagging and ranbag improves the performance
of an SLP learning algorithm. The results are described in detail in next para-
graphs.

We first consider the non-branching metabolic pathway (chain dataset). The
average error for a single model is 0.17% for bagging and 0.29% for ranbag. The
results show that both bagging and ranbag improves the performance. Average
error for bagging is 0.12% and average error for ranbag is 0.14%. The curves
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Fig. 9. KL divergence for non-branching metabolic pathway
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Fig. 10. MSE for branching metabolic pathway

show that both bagging and ranbag achieve substantial improvements. Bagging
obtains the improvements within first 15 iterations and ranbag achieves the max-
imum gain by combining 70 models. The curves also show that after some initial
iterations there is no significant improvement in the performance of bagging but
ranbag does not show this phenomenon. Figure 9 tells the KL divergence to
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Fig. 11. KL divergence for branching metabolic pathway

true parameters for bagging and ranbag. The curves validate the effectiveness of
bagging and ranbag to modelling metabolic pathways.

Our observation is that we can learn substantially diverse models by setting
the priors of FAM randomly. Our second observation is that by increasing the
number of iteration, error for ranbag and bagging decreases reaching a mini-
mum and becomes stable. In this way, we obtain substantial gain using bagging
and ranbag as compare to single model. In terms of KL divergence and MSE
bagging shows better performance than ranbag. It is worth noting that average
error for individual models for ranbag is considerably higher than the average
error for individual models for bagging. It seems that FAM displays a bias in
favour of uniform prior. Bagged model has been constructed by setting the prior
parameters of FAM according to a uniform distribution whereas prior has been
set according to a random distribution for ranbag. Hence, bagging achieves bet-
ter modelling performance than ranbag due to FAM’s bias in favour of uniform
prior.

We now describe the results for branching metabolic pathway (branch dataset)
for bagging and ranbag. We study the behaviour of bagging and ranbag in con-
junction with FAM in a scenario where an alternative path has been added to a
pathway. Figure 10 shows MSE for bagging and ranbag. The average MSE for
single model for bagging is 0.85% and 1.5% for ranbag. Average error for bagging
is 0.81% that is obtained by combining 25 models. Ranbag obtains minimum av-
erage MSE of 0.9%. The results show that bagging improves the performance
of a single model but the improvement is not substantial. Success of bagging-
based methods depends on the fit of the style of the function with the particular
data and base learner. It seems that bagging is unable to achieve substantial im-
provement in performance due to underlying SLP where dataset has also been
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generated using SLP. The average MSE for ranbag is substantially better than
the average MSE for a single model for ranbag. However average MSE for ranbag
is not better than the average MSE for single model for bagging. As discussed
in the preceding paragraph FAM’s bias in favour of uniform prior seems a cause
of the occurrence of this phenomenon. Furthermore, underlying SLP can also
account for this phenomenon. Ranbag’s performance can be improved by select-
ing individual models on the basis of some statistical test. Figure 11 represents
KL divergence to true parameters for bagging and ranbag. Average KL diver-
gence for single model is 0.81% for bagging and 1.4% for ranbag. Bagging and
ranbag substantially minimises KL divergence to true parameters. Average KL
divergence for bagging is 0.72% and 0.79% for ranbag.

The results demonstrate the effectiveness of ensemble methods. Sometimes
we obtain only a modest gain applying bagging in conjunction with FAM. This
happens especially for MSE. The parameter learning process of FAM is influ-
enced by the underlying SLP. It seems that FAM’s ability to learn good starting
model due to underlying SLP, and FAM’s bias in favour of uniform prior account
for the modest gain for particular dataset. In summary it is effective and efficient
to apply bagging and ranbag to modelling metabolic pathways.

6 Conclusion

Bagging is a useful learning technique especially for unstable predictors. This
paper presents a novel study of SLPs-based ensemble methods and addresses an
important problem of modelling metabolic pathways. We have focused on the
parameter estimation task over SLPs as reaction rates of enzymes in metabolic
pathways can be computed by estimating the parameters over SLPs. We have
shown how bagging can be adapted to perform maximum likelihood parameter
estimation task. We have also shown that an effective ensemble can be con-
structed by driving randomness into an SLP learning algorithm. The empirical
results demonstrate the efficacy of these methods and show that bagging and
ranbag obtain substantial gain in performance. In terms of KL divergence and
MSE these techniques show sizeable improvements in performance.

Deterministic models (such as ODE models) and stochastic models are popu-
lar for cellular modelling. We believe that application of bagging-based methods
to ODE models and stochastic models will be effective and efficient. We are look-
ing at the ways to develop base learners to learn ODE models and stochastic
models and to apply them in conjunction with bagging-based methods.

SLPs provide an efficient representation for metabolic pathways where each
clause of an SLP contains probabilistic information about enzyme-catalysed re-
actions. One of the important issues to be addressed in our future work is to
learn really unknown parameters. In order to capture enzymatic reaction rates
each clause of an SLP can be augmented by incorporating temporal information.
One way to capture temporal dimension in stochastic logic framework is to add
an expression specifying time as an argument in each clause of an SLP.
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Projective Brane Calculus
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Abstract. A refinement of Cardelli’s brane calculus [1] is introduced
where membrane actions are directed. This modification brings the lan-
guage closer to biological membranes and also obtains a symmetric set
of membrane interactions. An associated structural congruence, termed
the projective equivalence, is defined and shown to be preserved under
all possible system evolutions. Comparable notions of projective equiv-
alence can be developed in other hierarchical process calculi and might
be of interest in other applications.

1 Introduction

An estimated third of the proteins in eukaryotic cells are membrane proteins.
Fusions and fissions of membranes happen often in cells, so often in fact that the
outer plasmic membrane renews itself completely in half an hour! Both figures
give a sense of how intense membrane-bound trafficking is, and of how important
a component of cell computing it is.

Biological membrane interactions seem worth a formal investigation, in the
larger perspective of laying out formal languages to describe, simulate, combine
and otherwise analyze biological systems. Living organisms are complicated or-
ganizations and while engineering is clearly needed to understand them further,
it seems a formal approach might also prove useful in defining suitable levels of
abstractions, workable notions of properties and observations, and appropriate
tools for constructing, investigating, and refining models.

Languages specifically dealing with protein-protein and protein-DNA inter-
actions, are already well under way [2, 3, 4, 5, 6, 7, 8]. Comparatively few are ad-
dressing membrane interactions. The idea of membrane computing was intro-
duced in the lively subject of natural computing by Paŭn [9], mostly in the tra-
dition of automata and formal language theory. Another language of membranes
and compartments, bio-ambients, following the tradition of process algebras, was
proposed by Regev et al. [10], adressing description and simulation issues, and
evolved later into the brane calculus proposed recently by Cardelli [1].

The brane calculus stands on its own as an elegant formalism, and does well
in abstracting and describing the intricate biological processes involving mem-
branes. Membranes are represented as nested multisets of actions, representing
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the fusion and fission capabilities of the branes they sit on. Note that this in
contrast with the original Ambient calculus, from which the brane calculus is
derived, where capabilities sit in the ambients they control. These fission and
fusion capabilities are meant to abstract actual proteins, or protein complexes,
inserted in a membrane and defining the membrane potential interactions with
various signals and other membranes. Membrane interactions are preserving the
nesting parity, a principle which Cardelli refers to as bitonality, and which one
observes in biological systems.

The purpose of the present paper is to incorporate another comparable prin-
ciple, that of projective invariance. Specifically, we work out a revision of the
brane calculus, as suggested by Cardelli [11], which consists in replacing actions
with directed actions. Introducing directed actions takes the language a little
step further down in the details, by actually telling whether an action, that
is an interaction capability, is looking inwards or outwards. While still clearly
an abstraction, the concept of directed actions meshes with what is known of
membrane interactions at the molecular level.

In eukaryotic cells, new membranes patches are mainly produced from the
second membrane surrounding the nucleus, called ER (Endoplasmic Reticulum).
Some of them are dispatched to the outer membrane of the cell, called the plasmic
membrane, with specific sugar decorations that control the correct interaction
of the cell with its environment. These lipids bearing sugar signatures are first
grown on the outer membrane of ER, and only then flipped by a protein known
as a flippase, so that they face the inside of ER [12]. Once this is done, a vesicle
breaks off from ER and bubbles up to the surrounding plasmic brane, with the
glycolipid facing the inside of the brane. When finally the vesicle fuses with the
outer membrane, its own membrane is flipped inside-out, and the glycolipid faces
the outside, as it should to be functional.

A similar case, is the production of transmembrane proteins designed to be
receptors on the outer membrane. These proteins are inserted in ER during
their translation from RNA, with their specific receptor domain facing inward,
so that when they are dispatched to their final destination, they ultimately face
the outer solution.

Both examples, show that biological membrane interactions operate under
the strong constraint that molecular implementations of actions are directed. It
seems therefore natural to enrich the original brane-calculus in order to represent
them, obtaining a more accurate description of biological membranes. One could
fear that the resulting calculus could become complicated, but it turns out to be
structurally simpler. Indeed, the constraint generated by the fact that actions
are directed reflects into the calculus as a new invariance principle, which we
call projective invariance.

The contribution of this paper is to define properly this modified brane cal-
culus, called the projective brane calculus, and to give a rigorous definition and
proof of projective invariance. A few key events in protein trafficking, such as
fusions, sorting, tagging and routing are then described. All events are integrated
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in an example of a retrovirus infecting a cell, using the cell synthesis chain for
its own replication, and then escaping.

Outline. The paper is organized as follows. First, an informal comparison be-
tween directed and undirected actions serves both as a motivation and a way
to introduce the principle of projective invariance. Then the refined syntax is
given, together with an algebraic notation of bitonal trees representing projec-
tive equivalence in a concrete way. With this alternative notation projective
invariance is easily proved. Finally, an example is detailed and at the same time
various practical ways to enhance the syntax are discussed.

Acknowledgements. This paper benefitted greatly from discussions with Luca
Cardelli.

2 Why Directed Actions Are Better

Anticipating somewhat on our definitions of the next section, we discuss briefly
why refining ordinary actions into directed ones. This discussion is also meant
to be an introduction to the syntax.

2.1 An Example System

Consider a solution S with one big membrane containing two smaller ones, and
suppose further the two smaller ones may fuse (a capability represented below
by the actions f2), and the first may also fuse with the outer one (a capability
represented below by the actions f1). Our notation for this situation will be:

S := 〈 ; f1〉(|〈f1, f2; 〉(|P |), 〈f2; 〉(|Q|)|) (1)

where P and Q represent the respective contents of the two inner membranes.
Since we are dealing with directed actions, the notation is introducing a distinc-
tion between outward and inward actions. We use a place-value notation for this.
For instance 〈f1, f2; 〉(|P |) represents a membrane containing P with the fusion
actions f1 and f2 both pointing outwards, because they stand on the left of the
semi-column. All actions are pointing outwards in S, except for the f1 borne by
the outer membrane, which is pointing inwards.

Our two pairs of fusions f1 and f2 can cause either an horizontal fusion (mate)
or a vertical one (exo) as long as they are “facing” each other. The system S
can therefore evolve in two ways depending on whether the horizontal fusion or
the vertical one happens first:

〈 ; f1〉(|〈f1, f2; 〉(|P |), 〈f2; 〉(|Q|)|) f2−→ 〈 ; f1〉(|〈f1; 〉(|P,Q|)|) f1−→ P,Q, 〈 ; 〉(||)
〈 ; f1〉(|〈f1, f2; 〉(|P |), 〈f2; 〉(|Q|)|) f1−→ P, 〈 ; f2〉(|〈f2; 〉(|Q|)|) f2−→ P,Q, 〈 ; 〉(||)

The first step of the second row is the interesting bit. The action f2 that was
outwards has been reversed and is now pointing inwards. This is the formal
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counterpart of the membrane reversion happening upon vertical membrane fu-
sion (see the flippase example discussed in the introduction). The f1 step reverses
directions just as the real thing does. As a consequence both f2 actions are still
face to face, and, as said, still able to interact. No matter in which order the
fusions are happening, they converge to the same end solution.

2.2 Same Example Undirected

The situation is different in the undirected case, obtained by forgetting the
distinction between inward and outward pointing actions. The same example
cast in the original undirected brane calculus reads now as follows:1

T := 〈f1〉(|〈f1, f′2〉(|P |), 〈f′2〉(|Q|)|) (2)

where f1 might cause a vertical fusion, while f′2 might cause an horizontal one.
Note that since actions are now undirected, there is no longer a notion of two
actions facing each other. Therefore, one has to let the action itself tell whether
it is meant to trigger a vertical fusion or an horizontal one. Thus, the system
evolves as follows:

〈f1〉(|〈f1, f′2〉(|P |), 〈f′2〉(|Q|)|) f′2−→ 〈f1〉(|〈f1〉(|P,Q|)|) f1−→ P,Q, 〈 〉(||)
〈f1〉(|〈f1, f′2〉(|P |), 〈f′2〉(|Q|)|) f1−→ P, 〈f′2〉(|〈f′2〉(|Q|)|) � f′2−→ P,Q, 〈 〉(||)

To close the square in a way similar to the directed case above, one would have
either to have the first interaction, as a side-effect, change both the action f′2
in the outer part (easy) and the inner one in the membrane enclosing Q, which
seems absurd, since this membrane doesn’t take part in the interaction; or to
suppose further that whatever can cause mate, can also cause exo, which, in the
absence of directions, seems too lax a control to be expressive or even plausible.

Directed actions solve the square naturally. Now the important point is that
not having this square is a violation of what we call projective invariance, which
postulates that the nature of membrane interactions is such that the physics
underlying the interaction can’t tell the top from the bottom.

To see why, let us return at the example, and suppose the region (also called
the lumen) containing the two membranes enclosing P and Q is projected at
infinity. Under this change of viewpoint, what once was the outer space, be-
comes a bounded region and the corresponding term becomes (f1 is inverted
purposefully):

S ′ := 〈f1; 〉(||), 〈f1, f2; 〉(|P |), 〈f2; 〉(|Q|), (3)

and from that new point of view, the two fusions are of the mate sort, and they
clearly commute. Therefore, if one follows the principle, S and S ′ which only

1 In the original calculus, “perps” breaking the symmetry between a fusion action and
a fusion co-action are used. They are not shown here.
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differ by a change of the point of view, or the top-level of the solution, should
behave the same, which in this particular case means that S has to close the
square explained above.

2.3 Summary

To summarize this discussion, we may say that the original calculus was designed
in order to respect bitonality invariance, and that the present revision is designed
to further incorporate projective invariance.

As a final note before to proceed to the definitions, we may observe that
both invariance constraints can be derived from Cardelli’s fundamental remark
that the double layer structure of biological membranes essentially enforces a
single local membrane operation of switching [13]. There could well be a way
of presenting the projective brane calculus as an abstract rendition of a more
detailed calculus, incorporating double layer membrane switching as a unique
primitive operation, and satisfying both invariance principles.

3 Membrane Interactions

It remains to give a proper definition and prove a general form of the projective
invariance investigated above.

3.1 Actions, Branes and Solutions

The syntax given in Table 1 defines actions and solutions. The set of actions
will be denoted by A. Basic actions can be of three sorts: fusions, wraps and
bubbles, and actions can be combined freely by product and prefix to construct
a membrane (abbreviated to brane). Solutions are products of solutions nested
in membranes.

All comma-separated expressions, branes or solutions, are to be understood
up to associativity and commutativity.

So far this language only concerns membranes and their interactions capa-
bilities and doesn’t include proteins and complexes, nor any other molecules.
Following Cardelli, a somewhat richer language of actions will be used in the ex-
ample at the end. In particular, we will introduce molecules and actions to bind
and release those, it will also be convenient to use “banged” or inexhaustible
actions written !σ, as well as a mechanism of recruitment to specify how actions
are allocated to the sub-branes when a brane is divided. But this is for later, as
none of what interests us for now is depending on these choices.

3.2 Membrane Interactions

Interactions are sorted in three groups: bubbles, fusions and wraps. Both bubbles
and wraps are dividing a membrane. This is the reason why the associated actions
have as arguments the actions dispatched to the membrane which they create.
Fusions are fusing two membranes in one and don’t need such an allocation. To
ease reading action indices are not represented, nor are prefixes.
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Table 1. Actions, Branes and Solutions

α := actions
fn fusion
bn〈σ; σ〉 bubble
wn〈σ; σ〉 wrap

w⊥
n co-wrap

σ := branes
empty brane

σ, σ product
α.〈σ; σ〉 prefix

P := solutions
empty solution

〈σ; σ〉(|P |) membrane
P, P product

Bubbles: Drip & Pino

〈b〈σ′; τ ′〉, σ; τ〉(|P |) drip−→ 〈σ′; τ ′〉(| |), 〈σ; τ〉(|P |)
〈σ; τ, b〈σ′; τ ′〉〉(|P |) pino−→ 〈σ; τ〉(|〈σ′; τ ′〉(| |), P |)

A bubble action divides the brane it is sitting on, creating a new brane, which is
either outside or inside the original one, depending on whether the action points
outwards (drip) or inwards (pino).

Fusions: Mate & Exo

〈f, σ; τ〉(|P |), 〈f, σ′; τ ′〉(|Q|) mate−→ 〈σ, σ′; τ, τ ′〉(|P,Q|)
〈σ; τ, f〉(|〈f, σ′; τ ′〉(|P |),Q|) exo−→ 〈σ, τ ′; τ, σ′〉

A pair of fusion actions facing each other induces a fusion which is either vertical
(exo) or horizontal (mate) depending on where the two actions are sitting.

Wraps: Phago, Bud & Swap

〈w⊥, σ; τ〉(|P |), 〈w〈σ′′; τ ′′〉, σ′; τ ′〉(|Q|) phago−→ 〈σ′; τ ′〉(|〈σ′′; τ ′′〉(|〈σ; τ〉(|P |)|),Q|)
〈σ′; τ ′,w〈σ′′; τ ′′〉〉(|〈w⊥, σ; τ〉(|P |),Q|) bud−→ 〈σ′′; τ ′′〉(|〈σ; τ〉(|P |)|), 〈σ′; τ ′〉(|Q|)
〈σ;w⊥, τ〉(|〈w〈σ′′; τ ′′〉, σ′; τ ′〉(|P |),Q|) swap−→ 〈σ; τ〉(|〈τ ′′;σ′′〉(|P, 〈τ ′;σ′〉(|Q|)|)|)

A pair of a wrap and a co-wrap actions facing each other induces a division of
the brane carrying the wrap action, which encloses the brane carrying the co-
wrap action. The wrapped brane is either outside the wrapping brane (phago),
or inside (bud). These two steps are similar to respectively pino and drip, except
that the other brane (carrying the co-action) is wrapped in the process.

(|P,Q|)
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Table 2. Bubble and Fusions symmetries

〈b〈σ′; τ ′〉, σ; τ〉(|P |), Q drip ��

��
∼

��

〈σ′; τ ′〉(| |), 〈σ; τ〉(|P |), Q
��
∼

��

P, 〈τ ; σ, b〈σ′; τ ′〉〉(|Q|) pino �� P, 〈τ ; σ〉(|〈σ′; τ ′〉(| |), Q|)

〈f, σ; τ〉(|P |), 〈f, σ′; τ ′〉(|Q|), R mate ��

��
∼

��

〈σ, σ′; τ, τ ′〉(|P, Q|), R
��
∼

��

P, 〈τ ; f, σ〉(|〈f, σ′; τ ′〉(|Q|), R|) exo �� P, Q, 〈τ, τ ′; σ, σ′〉(|R|)

However the swap interaction is different, and doesn’t look like corresponding
to any actual biological transformation. What it really is, is a phago step, but
seen from the point of view of P , that is to say from the inside. It is there to
close our set of interactions in the case when P is taken as the region at infinity.

Closing these basic interactions under any context results in a transition
system over solutions, written → and called thereafter reduction.

3.3 Projective Equivalence

Projective equivalence, written ∼, is the least equivalence relation such that:

P, 〈σ; τ〉(|Q|) ∼ 〈τ ;σ〉(|P |),Q (4)

One has to be careful about two things here:

– σ and τ are exchanged above, because inward actions become outward ac-
tions and conversely;

– changing one’s point of view is a global transformation and therefore not
compatible with product:

R,P, 〈σ; τ〉(|Q|) ∼ 〈τ ;σ〉(|R,P |),Q
�∼ R, 〈τ ;σ〉(|P |),Q

Proposition 1. Reduction respects projective equivalence, that is to say, if P ∼
Q and P → P ′, then there exists a Q′, such that P ′ ∼ Q′ and Q → Q′.

This can be proved by induction on the number of steps of ∼ applied to go
from P to Q. Key lemmas are given by Tables 2 and 3 and express the internal
symmetry relating interactions of a same sort. However, a more perspicuous
argument can be given if one changes notation. This new notation is developed
in the next section. Of course it is more abstract and doesn’t have the direct
biological interpretation that the first syntax supports. It is nevertheless very
convenient and in some sense, as we shall see, equivalent.
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Table 3. Wrap symmetries

P, 〈τ ; w⊥, σ〉(|〈w〈σ′′; τ ′′〉, σ′; τ ′〉(|Q|), R|) swap ��

��
∼

��

P, 〈τ ; σ〉(|〈τ ′′; σ′′〉(|Q, 〈τ ′; σ′〉(|R|)|)|)
��
∼

��

〈w⊥, σ; τ〉(|P |), 〈w〈σ′′; τ ′′〉, σ′; τ ′〉(|Q|), R phago ��

��
∼

��

〈σ′; τ ′〉(|〈σ′′; τ ′′〉(|〈σ; τ〉(|P |)|), Q|), R
��
∼

��

〈τ ′; w〈σ′′; τ ′′〉, σ′〉(|〈w⊥, σ; τ〉(|P |), R|), Q bud �� 〈σ′′; τ ′′〉(|〈σ; τ〉(|P |)|), Q, 〈τ ′; σ′〉(|R|)

4 Bitonal Tree Representation

A graph is a pair (V,E), where V is a set of vertices (or nodes), and E ⊆ V ×V
is a set of edges. Such graphs are undirected, and have at most one edge between
any two given vertices.

A bitonal graph consists of the following data:

– an undirected graph G = (V,E);
– a labeling function λ mapping E to A×A;
– a 2-colouring of G, that is a map κ from V to {0, 1}, such that (x, y) ∈ E ⇒

κ(x) �= κ(y).

Being 2-colourable G can only have even length cycles. When G is acyclic
and connected one says G is a bitonal tree. A pointed bitonal tree (x,V,E, λ,κ)
is a bitonal tree together with a distinguished vertex x ∈ V .

There is an obvious map g[ ] from solutions to pointed bitonal trees. Given
a solution 〈σ1; τ1〉(|P1|), . . . , 〈σn; τn〉(|Pn|) one represents it as:

∗
σ1

τ1
���������������� σn

τn
����������������

g[P1] · · · g[Pn]

where the distinguished vertex is denoted ∗. Up to associativity and commu-
tativity on the side of solutions, this map is a bijection. In the vocabulary of
graph theory, g[P ] is the dual graph of P , its nodes are regions (or lumens) and
its edges represent region adjacency. Changing one’s “point of view” amounts
simply in this dual representation to changing the distinguished vertex in the
dual world of bitonal trees.

Proposition 2. Let P and P ′ be two solutions, then P ∼ P ′ if and only if g[P ]
and g[P ′] differ only in their distinguished vertex.
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This is easily seen, and is what we wanted. Bitonal trees are giving a con-
crete representation of projective equivalence classes. Furthermore, membrane
reductions can be defined directly on this representation.

4.1 Tree Interactions

Tree interactions are presented in Table 4. Even numbered vertices corresponding
to one colour and odd numbered ones to the other. One sees that for each type of
membrane interaction, there remains only one interaction in the world of trees.
It is easy to verify that:

Table 4. Rewriting bitonal trees

0
σ,bn〈σ′;τ ′〉 τ

1
bubble
=⇒ 1′ σ′ τ ′

0
σ τ

1

0 1
σ,fnτ fn,σ′

τ ′
0′ fuse

=⇒ 1
σ,σ′ τ,τ ′

0

0 1
σ,w⊥

nτ

wn〈σ′′;τ ′′〉,σ′

τ ′

2

wrap
=⇒ 0

σ

τ

1

1′
σ′′ τ ′′ 2

σ′

τ ′

– these transformations preserve bitonality,
– that they are definable with general 2-colourable graphs,2
– that they preserve acyclicity and connectivity, and
– most importantly, that once one chooses a particular point of view and there-

fore an orientation of the tree, they correspond exactly to the membrane
interactions of the preceding section.

To illustrate the last point, consider the case of the wrap rewriting. Depending
on where the tree is rooted, wrap will correspond to one of phago, swap and bud.
Specifically, if in the partial order induced by the choice of a root, 1 > 0 and 2,
then it corresponds to a phago, if 2 > 1 and 0 then it is a bud, and if 0 > 1 and
2, then it is a swap.

Proposition 1 follows now easily.

5 Enriching the Language

Next, we would like to test on a concrete and reasonably large example how well
our modified brane language does in expressing biological interactions involving

2 Fuse and wrap only apply when the two left hand side edges are distinct and then
even nodes must be distinct as well, since multi arcs are not allowed.
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membranes. Yet, for the example to be interesting we need to flesh in a bit our
spartan syntax and adjust some notations. This is what we do in this section.

5.1 Recruitment

The first natural modification, already suggested by Cardelli, is to have mem-
brane dividing actions (wraps and bubbles) explicitly recruit the actions allo-
cated to the new membrane. This is particularly useful when there might be
very few copies of some action of interest.

For instance a pino allocating actions σ to the inner bubble becomes:

〈σ; b〈 ;σ〉〉(|P |) pino−→ 〈 ; 〉(|〈 ;σ〉(| |), P |)

The recruited actions σ are consumed and no longer part of the outer membrane
they were taken from.

Adding a recruitment mechanism has the side effect to make even clearer
which membranes are turned upside down and when. Pino above has to flip σ
because the inner part of the new membrane corresponds to the outer part of
the former membrane it was pinched off. This is not new and we knew it from
the exo case. The same considerations applies to phago, but not to the “direct”
interactions drip, mate and bud where the branes orientation are unchanged.

In the example we will use it specifically to describe the trip of the action
corresponding to the escape receptor that the virus uses to exit the cell once it
is properly replicated.

5.2 Protein-Membrane Interactions

As natural as our place-value syntactic convention for actions (having outward
action and inward action separated by a semi-column) may be, it is not so
readable in examples. So to ease reading, and starting from now, actions will have
an explicit superscript indicating whether they are directed inward or outward.
For instance an outward fusion action will be written fe, while an inward fusion
action will be written fi.

The other modification that we need is a mechanism to control the insertion in
membranes of various molecules such as proteins. Introducing the corresponding
two actions, B and R, we keep Cardelli’s elegant bind-and-release rules [1]:

m, 〈Be(m).σ, τ〉(|P |) Bind(out)−→ 〈σ, τ〉(|P |)
〈σ;Bi(m).τ〉(|m, P |) Bind(in)−→ 〈σ, σ′〉(|P |)
〈Re(m).σ, σ′〉(|P |) Release(out)−→ m, 〈σ, σ′〉(|P |)
〈Ri(m).σ, σ′〉(|P |) Release(in)−→ 〈σ, σ′〉(|m, P |)

We used the superscript notation to distinguish whether an action is directed
inward or outward. In this simple model, inserted molecules are not considered
to be directed.
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5.3 Routing Molecules

The bind and release constructions can be combined to route molecules in the
solution. A basic combination of actions is the following (in superscript notation):

Bi(m).be〈fedest,R
i(m)〉

the binding mechanism is looking inwards for an m, then pinches off a bubble
with m inserted in the bubble, a bubble which is then sent to its destination,
that is any membrane offering complementary fuse action.

A typical evolution would be then:

〈Bi(m).be〈fedest,R
i(m)〉〉(|m|), 〈fedest〉(| |)

Bind(in)−→
〈be〈fedest,R

i(m)〉〉(| |), 〈fedest〉(| |)
drip−→

〈 〉(| |), 〈fedest,R
i(m)〉(| |), 〈fedest〉(| |)

Release(in)−→
〈 〉(| |), 〈fedest〉(|m|), 〈fedest〉(| |) mate−→
〈 〉(| |), 〈〉(|m|)

The way the macro is written above, m can be freed from the bubble membrane
either before or after it has fused with the destination. Other combinations are
possible by prefixing. For instance if one insists that m is freed in the bubble
before the latter is fused, then one writes Bi(m).be〈Ri(m).fedest〉.

Bubble trafficking in the example will include actions with their sorts chosen
so as to remind of their destination, e.g., fG will denote fuse actions recognized
by the Golgi apparatus.

6 A Virus Invasion Formalized

As said, our example will be the modus operandi of a virus. The system below
is pictured roughly after the influenza virus, a retrovirus that carries genetic
information as RNA and contains a retrotranscriptase, written DNAp below,
converting it back to DNA so that all the virus components can be synthesized
by the host cell.

One thing to keep track of, in relation to our choice of directed actions, is
that the action corresponding to the escape receptor prefixes an action of the
form B(C), meant to bind the final virus complex C, and help him escape. It
therefore has to point ultimately inwards. Since the patch of membrane hosting
it is fused with the outer membrane by an exo, that particular action has to
point outwards by the time it is synthesized.

6.1 Description

The virus presents itself to the outer plasmic membrane of the cell and fools the
cell in engulfing it as in the ordinary endocytotic pathway. Properly wrapped
the virus is transported to a close organelle termed the early endosome, from
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which it escapes to deliver its cargo in the cytosol. The cargo, consists in genetic
material that codes for the capsid (envelope), and various other proteins needed
to reconstruct the virus. Among these proteins there is a receptor that is going
to allow the virus, when reconstructed in the cell (possibly in many copies) to
escape to the outer space.

We first define all the organelles involved in this process together with the
virus itself:

Virus := 〈we, feexo〉(|C|)
Cell := 〈!we(feendo), !f

e
endo, !f

i
out〉(|Nucleus,Endosome,ER,Golgi|)

Endosome :=
〈
feendo, f

i
exo

〉
(| |)

Nucleus := 〈!Be(RNAvir).Ri(RNAvir), !Be(DNAp).Ri(DNAp),
!Bi(RNAvir).Re(RNAvir)〉(|RNAp|)

ER := 〈!Be(RNAvir).(Re(RNAvir),Re(capsid),
Re(DNAp), send receptor)〉(| |)

Golgi := 〈!feG, !be〈feout, action receptor〉〉(| |)
where we used the ‘!’ to represent inexhaustible actions, and the actions:

send receptor := be 〈feG, action receptor〉
action receptor := Be(C).bi

〈
we, feexo,R

i(C)
〉

The actions sitting on the cell brane (the plasmic membrane) represent the cell
endocytotic and exocytotic pathways, while the actions on top of the nucleus
brane represent the workings of the nuclear pore complexes forming the only
passageways between the nuclear lumen, where transcription take place, and
the cytosolic one, where translation takes place. Translation is here modeled
indirectly at the level of ER.

One also has the respective reactions of decomplexation, retrotranscription
and forward transcription:

C ↔ capsid + RNAvir + DNAp
RNAvir + DNAp → DNAvir + DNAp
DNAvir + RNAp → DNAvir + RNAp + RNAvir

We assume the first reaction to be reversible and suppose also that the last two
reactions are happening in the nucleus.

6.2 Running the System

With the system definition in place, we can play our model. To keep a manageable
notation we haven’t systematically represented actions recruited and consumed
during bubble formation, and only relevant actions, membranes and molecules
are represented at each step.

Virus, Cell →phago 〈!we(feendo), !f
i
out〉(| 〈feendo〉 (| 〈feexo〉 (|C|)|),Endosome, . . . |)

→mate 〈. . .〉(| 〈fiexo

〉
(| 〈feexo〉 (|C|)|), . . . |)

→exo 〈. . .〉(|C,Nucleus, . . . |)



146 V. Danos and S. Pradalier

The virus just broke in and delivered the cargo in the cytosol. We don’t write
the outer membrane anymore. The C complex dissociates and after transfer to
the nucleus, backward and forward transcription take place.

→decomplexation capsid,RNAvir,DNAp,Nucleus, . . .
→Bind2,Release2 〈. . .〉(|RNAvir,DNAp,RNAp|), . . .
→retrotranscription 〈. . .〉(|DNAvir,RNAp|), . . .
→transcription 〈. . .〉(|RNAvir,DNAvir,RNAp|), . . .
→Bind,Release Nucleus,RNAvir,ER, . . .

The viral RNA has been duplicated and sent out again from the nucleus. It then
binds to ER where it is translated. Products of this translation, capsid, DNAp,
and RNAvir are released in the cytosol, while the receptor, modeled here as an
action, remains inserted in ER:

→Drip ER, 〈feG, action receptor〉(| |),Golgi, . . .
→Mate 〈action receptor, !be〈feout, action receptor〉, . . .〉(| |), . . .

The drip action needs to recruit a copy of the receptor. Now that one is around,
it can be triggered. We write again the plasmic outer membrane:

→Drip 〈fiout, . . .〉(|Golgi, 〈feout, action receptor〉(| |), . . . |)
→Exo

〈
action receptor, . . .

〉
(|Golgi, . . . |)

with the following notation for the flipped action:

action receptor := Bi(C).be
〈
we, feexo,R

i(C)
〉

Observe that the suffix is flipped too in the exo. So now the receptor is bound
to the outer membrane, and facing inwards as it should, waiting for the viral
complex to escape.

Meanwhile the other components, capsid, DNAp and RNAvir, have assembled
again in the cytosol, and may now exit the cell with the help of the receptor:

→complexation 〈Bi(C).be〈we, feexo,R
i(C)〉, . . .〉(|C, . . . |)

→Bind 〈be〈we, feexo,R
i(C)〉, . . .〉(| . . . |)

→Drip Virus, Cell

and the overall system is back to its original state, except that the cell contains
now many copies of the virus components and is actively manufacturing more.

7 Conclusion

Cardelli’s original brane calculus was designed to express biological interactions
involving membranes. By design, its syntax reflected the bitonality invariant.
We have presented here a refined brane calculus introducing directed actions,
where the original calculus only used undirected ones. Thus our variant also
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incorporates a new notion of projective invariance. Together with the standard
syntax, we gave an alternative syntax of bitonal trees, which reflects directly the
new invariant, and where the number of primitive interactions downs to three:
fusion, wrap and bubble. At the same time this revision of the original calculus is
more convincing biologically in that it gives richer means to express how proteins
are inserted in the membrane. The viral example developed and specifically the
way the virus “escape” receptor is handled makes a good case for this refined
language of actions.

While not completely understood, some observable membrane interactions
within a cell are beginning to be explained at the protein level by today’s molec-
ular biology. Internal routing mechanisms, involving proteins such as t-snares
and v-snares, are believed to be a pretty good account of how speficic routing is
handled in the cell. Membrane fission, as in endocytosis, is also described in some
cases at the level of proteins, for instance in clathrin-coated vesicle formation
[14–pp.514–516]. It therefore seems tempting to pursue the effort and explore
whether one can actually reduce membrane actions, which here were taken to
be abstract atomic properties of a given membrane, to the properties of proteins
(and glycolipids) actually inserted in the membrane. In other words one would
like to merge a protein calculus such as the κ-calculus [15], and a brane calculus,
in a bigger and more comprehensive language to be able to handle additional
detail when additional detail is known. This is one interesting subject for further
investigation.

Another question which might be worth exploring is that of endowing the
brane-calculus with a quantitative operational semantics. If one thinks again
about the virus infection scenario, a non-deterministic semantics is clearly not
enough to describe what is happening. Whether an infection will succceed or not
hinges on the kinetics of the various processes involved, and if one is willing to
analyse this, it is important to incorporate quantitative aspects in the semantics.
Using Gillespie’s algorithm [16, 17], a non-deterministic transition system can
be made to generate a continuous-time stochastic process over the system state
space. This was done already in the calculus of bio-ambients [10], and it should
be easy to adapt to the present framework. However, the challenge is not only
to have a quantitative semantics, but also to reproduce some known regulation
phenomena, and some more work has to be done here to get some interesting
examples.

Finally, as said at the end of the second section, there is also the question of
whether there is a more detailed calculus based on the single local operation of
membrane switching described by Cardelli [13], from which one could reconstruct
the projective brane calculus.

References

1. Luca Cardelli. Brane calculi. In Proceedings of BIO-CONCUR’03, Marseille,
France, volume ? of Electronic Notes in Theoretical Computer Science. Elsevier,
2003. To appear.



148 V. Danos and S. Pradalier

2. Aviv Regev, William Silverman, and Ehud Shapiro. Representation and simulation
of biochemical processes using the π-calculus process algebra. In R. B. Altman,
A. K. Dunker, L. Hunter, and T. E. Klein, editors, Pacific Symposium on Biocom-
puting, volume 6, pages 459–470, Singapore, 2001. World Scientific Press.

3. Corrado Priami, Aviv Regev, Ehud Shapiro, and William Silverman. Application
of a stochastic name-passing calculus to representation and simulation of molecular
processes. Information Processing Letters, 2001.

4. Aviv Regev and Ehud Shapiro. Cells as computation. Nature, 419, September
2002.

5. Vincent Danos and Cosimo Laneve. Core formal molecular biology. In Proceedings
of the 12th European Symposium on Programming (ESOP’03, Warsaw, Poland),
volume 2618 of LNCS, pages 302–318. Springer, April 2003.

6. Vincent Danos and Cosimo Laneve. Graphs for formal molecular biology. In
Proceedings of the First International Workshop on Computational Methods in
Systems Biology (CMSB’03, Rovereto, Italy), volume 2602 of LNCS, pages 34–46.
Springer, February 2003.

7. Vincent Danos and Jean Krivine. Formal molecular biology done in CCS. In
Proceedings of BIO-CONCUR’03, Marseille, France, volume ? of Electronic Notes
in Theoretical Computer Science. Elsevier, 2003. To appear.

8. Marc Chiaverini and Vincent Danos. A core modeling language for the working
molecular biologist. In Proceedings of CMSB’03, volume 2602 of LNCS, page 166.
Springer, 2003.

9. Gh. Paun. Membrane Computing. An Introduction. Springer-Verlag, Berlin, 2002.
10. Aviv Regev, Ekaterina M. Panina, William Silverman, Luca Cardelli, and Ehud

Shapiro. Bioambients: An abstraction for biological compartments. Theoretical
Computer Science, 2003. To Appear.

11. Luca Cardelli. Brane calculi (slides). Slides., 2003.
12. John W. Kimball. http://users.rcn.com/jkimball.ma.ultranet/BiologyPages/Kimball’s

Biology Pages. Online biology textbook, 2003.
13. Luca Cardelli. Bitonal membrane systems. Draft, 2003.
14. Bruce Alberts et al. Essential Cell Biology. International Series on Computer

Science. Garland Science, New-York, 2004.
15. Vincent Danos and Cosimo Laneve. Formal molecular biology. Theoretical Com-

puter Science, 325(1):69–110, September 2004.
16. Daniel T. Gillespie. A general method for numerically simulating the stochastic

time evolution of coupled chemical reactions. J. Comp. Phys., 22:403–434, 1976.
17. Daniel T. Gillespie. Exact stochastic simulation of coupled chemical reactions. J.

Phys. Chem, 81:2340–2361, 1977.



Residual Bootstrapping and Median Filtering
for Robust Estimation of Gene Networks from

Microarray Data

Seiya Imoto1,∗, Tomoyuki Higuchi2,∗, SunYong Kim1,
Euna Jeong1, and Satoru Miyano1

1 Human Genome Center, Institute of Medical Science, University of Tokyo,
4-6-1 Shirokanedai, Minato-ku, Tokyo, 108-8639, Japan
{imoto, sunk, eajeong, miyano}@ims.u-tokyo.ac.jp

2 Institute of Statistical Mathematics, 4-6-7, Minami-Azabu,
Minato-ku, Tokyo, 106-8569, Japan

higuchi@ism.ac.jp

Abstract. We propose a robust estimation method of gene networks
based on microarray gene expression data. It is well-known that microar-
ray data contain a large amount of noise and some outliers that interrupt
the estimation of accurate gene networks. In addition, some relationships
between genes are nonlinear, and linear models thus are not enough for
capturing such a complex structure. In this paper, we utilize the mov-
ing boxcel median filter and the residual bootstrap for constructing a
Bayesian network in order to attain robust estimation of gene networks.
We conduct Monte Carlo simulations to examine the properties of the
proposed method. We also analyze Saccharomyces cerevisiae cell cycle
data as a real data example.

1 Introduction

In recent years, estimation of gene networks based on microarray gene expression
data has received considerable attention and the use of various computational
methods, such as Boolean networks [1], differential equations [2, 3] and Bayesian
networks [5, 6, 9, 10, 16], have been proposed in bioinformatics. In the estimation
of gene networks based on microarray data, we need to consider two issues:
One is how to capture the nonlinear relationships between genes. Due to the
nonlinearity, the methods based on linear transformation of the data cannot
be guaranteed to give sufficient results. The other problem arises from outliers
included in microarray data. The outliers sometimes inhibit correct relationships
or lead to spurious correlations between genes.

To estimate gene networks from microarray data, Bayesian networks [12]
provide a probabilistic framework that is suitable for extracting effective infor-
mation from high-dimensional noisy data. Unlike Bayesian network models based
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on linear regression, the discrete Bayesian networks [5, 6, 16] can capture nonlin-
ear relationships between genes. However, since microarray data take continuous
variables, the discretization possibly leads to information loss. Furthermore, the
threshold values and the number of categories for discretization are parameters
that should be optimized. To avoid the discretization and capture the nonlinear-
ity, Imoto et al. [9, 10] proposed a Bayesian network and nonparametric regres-
sion model for estimating gene networks. However, a problem that still remains
to be solved is how we treat the effect of outliers. Since nonparametric regression
model employed in a Bayesian network is based on the Gaussian distribution, the
outliers in microarray data sometimes affect the resulting networks. Therefore,
development of statistical methods that can handle outliers and nonlinearity
appropriately is considered as an important problem.

In this paper, we propose the use of moving boxcel median filter and residual
bootstrap [4] for constructing Bayesian networks aimed at robust estimation of
gene networks. By using the moving boxcel median filter, we can reduce the ef-
fect of outliers and can estimate nonlinear relationships between genes suitably.
Residual bootstrap virtually realizes a model for measurement noise included
in microarray data and gives a stable estimation of gene networks. In Section
2.1 we give the explanation of Bayesian networks. Since microarray data con-
tain measurement noise, we introduce a “virtual sample method” to realize a
measurement noise model in Section 2.2. The moving boxcel median filter and
the residual bootstrap are introduced in Section 2.3 and 2.4, respectively. A
greedy hill-climbing algorithm for choosing the optimal graph from candidates
is introduced in Section 2.5. We conduct Monte Carlo simulations to show the
effectiveness of the proposed method in Section 3.1. In Section 3.2, we analyze
Saccharomyces cerevisiae cell cycle data collected by Spellman et al. [19] as a
real data example.

2 Proposed Method

2.1 Bayesian Networks

In the context of Bayesian networks, we consider the directed acyclic graph
(DAG) encoding the Markov assumption between nodes, i.e. a graph contains
no cyclic regulations and a node depends only on its direct parents. In the
Bayesian network models, a gene is regarded as a random variable and shown
as a node. Under above assumptions, we can decompose the joint probability of
all genes into the product of the conditional probabilities as

P (X1, ...,Xp) = P (X1|parent(X1)) × · · · × P (Xp|parent(Xp)), (1)

where Xj (j = 1, ..., p) is a random variable and corresponds to the jth gene, de-
noted by genej , and parent(Xj) is a random variable vector of the direct parents
of genej . For example, if gene2 and gene3 are the direct parents of gene1 in the
DAG, G, we then have parent(X1) = (X2,X3)T . Therefore, an essential prob-
lem for constructing a Bayesian network is the computation of each conditional
probability P (Xj |parent(Xj)).
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The computation of P (Xj |parent(Xj)) is essentially the same as the regres-
sion problem. In general, a regression model can capture the relationship between
Xj and parent(Xj) as

Xj = hj(parent(Xj)) + εj , (2)

where εj is noise satisfying E[εj ] = 0 and V (εj) = σ2
j , and hj(parent(Xj)) is

a function that describes the structure between Xj and parent(Xj). Imoto et
al. [9, 10] gave hj(parent(Xj)) as the additive form

hj(parent(Xj)) = hj1(parent(Xj)1) + · · · + hjqj
(parent(Xj)qj

), (3)

where parent(Xj)k (k = 1, ..., qj) is the kth parent of genej , and hjk(x) is a
smooth function from R to R. For the noise, Imoto et al. [10] assumed the
heterogeneous error variances for reducing the effect of outliers in microarray
data. In the next section, we introduce the moving boxcel median filter to achieve
more robustness in the estimation of the relationships between genes against
outliers.

2.2 Virtual Samples

Suppose that we have p genes’ expression data observed by n microarrays. That
is, xi = (xi1, ...,xij , ...,xip)T is a p-dimensional gene expression vector from ith
microarray and X = (x1, ...,xn)T is an n × p gene expression matrix whose
(i, j)th element, xij , is an expression value of genej of ith microarray. Since
microarray data contain various noise including measurement noise, we can de-
compose

xi = xinternal
i + ηi, (4)

where ηi is a p-dimensional noise vector. By using xinternal
i and density func-

tions instead of probability measure in (1), the purpose is to express a Bayesian
network model as

f(xinternal
i ) =

p∏
j=1

fj(xinternal
ij |pinternal

ij ),

where pij is a parent gene vector of genej of ith microarray, i.e. if parent(X1) =
(X2,X3)T , we have pi1 = (xi2,xi3)T , and pinternal

ij is defined by the same as
(4). In previous works, Bayesian network models are expressed as f(xi) =∏p

j=1 fj(xij |pij). Therefore, one of the differences between the proposed method
and previous works [9, 10] is in (4). However, gene expressions are observed by
a few (typically one) microarrays for an experimental condition. Therefore, it
is difficult to separate the true signal, xinternal

i , from the noise like (4). As an
alternative approach to realize the model (4), we make virtual observations for
each gene as follows: We generate M virtual samples, {x∗1

ij , ...,x∗M
ij }, for each

observation, xij , from the following system

x∗m
ij = xij + ε∗m

ij , m = 1, ...,M, (5)
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where ε∗m
ij depends independently and normally on mean 0 and variance σ2

j0
.

For the setting of σ2
j0

, we set σ2
j0

= α
∑

i(xij −∑i′ xi′j/n)2/n with α = 0.2
empirically. However, it is often the case that the setting σ2

j0
is inappropriate.

We then update x∗m
ij ’s by using the residual bootstrap described in Section

2.4. By using the system (5), we can model the measurement noise included in
xij virtually. In standard regression methods, the measurement noise is usually
ignored. On the other hand, the proposed method allows the measurement noise
and estimate the relationship between variables suitably.

2.3 Moving Boxcel Median Filter

For constructing hj(x) in (2), we apply the moving boxcel median filter to
((p∗m

ij )T ,xij) for i = 1, ..., n; m = 0, ...,M , where p∗0
ij = pij . To explain the

moving boxcel median filter, we consider a simple example that gene1 has one
parent gene, gene2. The moving boxcel median filter estimate (X1 = ĥ1(X2)) is
obtained as follows: First, we compute

Δxj =
max

i=1,...,n
(xij) − min

i=1,...,n
(xij)

2λ
,

for j = 2. Here λ is a constant and we set 20 as an appropriate value in the later
section. The estimated value at a, i.e. ĥ1(a), is the median of the observations
of xi1 whose parent observations x∗

i2 are included in the interval IΔx2(a) = [a−
Δx2, a + Δx2], where a ∈ V al(X2) = [mini(xi2),maxi(xi2)]. The moving boxcel
median filter curve is thus obtained by moving the interval [a − Δx2, a + Δx2]
from a = mini(xi2) to a = maxi(xi2). Figure 1 shows an example of the moving
boxcel median filter estimate. Figure 1 (a) is the scatterplot of the expression
data of gene2 and gene1, which are generated numerically. Figure 1 (b) is the
scatterplot of {(x∗m

i2 ,x∗
i1)|i = 1, ..., n;m = 0, ...,M} with x∗0

i2 = xi2. We set
α = 0.2, λ = 20 and M = 10, and generate virtual samples. In Figure 1 (b),
the moving boxcel median filter estimate at X2 = a is given as the median of
the data in the shadowed area. In Figure 1 (c), the true relationship between
gene1 and gene2 is shown as the dotted curve and the moving boxcel median
filter estimate is the solid curve. It is clear that the moving boxcel median filter
can reduce the effect of the outliers (in right-bottom) and construct a suitable
relationship, which is close to the true one.

The moving boxcel median filter can be easily extended for more than two
parent genes cases. If gene1 has three parents, gene2, gene3 and gene4, the in-
terval defined above is extended as

IΔx2(a) ⊗ IΔx3(b) ⊗ IΔx4(c)

with a ∈ V al(X2), b ∈ V al(X3) and c ∈ V al(X4). Note that, by using the
moving boxcel median filter, we do not need to assume the additive form (3) as
a regressor and can model the relationship between genes by using more general
form given in (2).
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Fig. 1. Example of the moving boxcel median filter. (a) Scatterplot of {(xi2, xi1)|i =

1, ..., n}. (b) Scatterplot of {(x∗m
i2 , x∗m

i1 )|i = 1, ..., n; m = 0, ..., M}. (c) Solid curve:

moving boxcel median filter estimate, Dotted curve: true curve

2.4 Residual Bootstrap

Since microarray data contain various noise including measurement noise, we
model this fact by the model defined by (4) and (5). However, in the system
(5), we determined the volume of the error variance σ2

j0
empirically. Therefore,

it is often the case that σ2
j0

is not appropriate. Although the value of σ2
j0

can be
set as a somewhat appropriate value by using some information about the true
relationships or resulting networks, it is clear that this approach has a limitation
in practice. To solve this problem, we use the residual bootstrap method and
recreate M virtual samples for each observation.

Suppose that parent genes of each gene are temporarily obtained and the
moving boxcel median filter estimate for each relationship is computed, the pro-
cedure of the residual bootstrap can be expressed as follows:
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Homogeneous Error Variance Model
We compute the residuals for each gene as

ε∗ij = xij − ĥj(pij).

For each observation, we recreate M virtual samples {x∗1
ij , ...,x∗M

ij } by

x∗m
ij = ĥj(pij) + ε∗m

ij , m = 1, ...,M,

where ε∗m
ij is a bootstrap sample obtained by resampling from {ε∗1j , ..., ε

∗
nj} with

replacement. Hence, we obtain new virtual samples x∗m
ij (m = 1, ...,M) for xij .

Heterogeneous Error Variance Model
In heterogeneous error variance model, we assume that the distribution of εij de-
pends not only on the index i (gene), but also the index j (microarray). This situ-
ation is more natural than the case of the homogeneous error variance, e.g. Imoto
et al. [10]. First, we define the neighborhood of pij , denoted by Neighbor(pij),
by using Δxj and the virtual samples p∗m

ij . For example, if pij = (xi2,xi3)T ,
then we have

Neighbor(pij) = {(x∗m′
i′2 ,x∗m′

i′3 )|x∗m′
i′2 ∈ IΔx2(xi2),x∗m′

i′3 ∈ IΔx3(xi3)}.
By using the virtual samples included in Neighbor(pij), the residuals are ob-
tained as

ε∗m′
i′j = xi′j − ĥj(p∗m′

i′j )

with p∗m′
i′j ∈ Neighbor(pij). We then make M virtual samples for xij as

x∗m
ij = ĥj(pij) + ε∗m

ij , m = 1, ...,M,

where ε∗m
ij is a bootstrap sample from {ε∗m′

i′j }i′,m′ .

After updating the virtual samples, we will fit the moving boxcel median
filter described in the previous section to the microarray data and the updated
virtual samples. We repeat this iteration until the stable estimate is obtained.
Note that the moving boxcel median filter and the residual bootstrap can be
applied when we set the parents of each gene. In the next section, we describe
the selection of the graph structure and show an algorithm for estimating gene
networks by using the moving boxcel median filter and the residual bootstrap
method.

2.5 Graph Selection

In the estimation of gene networks from gene expression data, an essential prob-
lem is the choice of the optimal graph structure that gives the best approximation
of the system underlying the data. From a statistical view point, this problem
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can be considered as a statistical model selection problem. For the graph selec-
tion problem, we use the residual sum of squares as a criterion for choosing the
optimal graph structure

σ2
G =

1
p

p∑
j=1

σ̂2
j , (6)

where σ̂2
j is defined by

σ̂2
j =

⎧⎪⎨
⎪⎩

σ2
j0

/α for top genes,

1
n

n∑
i=1

{xij − ĥj(pij)}2 otherwise.

The optimal graph Ĝ is obtained as the minimizer of σ2
G. Note that the criterion

(6) can evaluate graphs that are obtained by the same λ, M and α.
When we focus on a small gene networks, the optimal graph structure can be

obtained by using a suitable learning algorithm, e.g. Ott et al. [15]. However, for
large gene networks, we use a greedy hill-climbing algorithm for learning graph
structures. Our greedy hill-climbing algorithm can be written as follows:

Initial Step
Step1. For all genes x(j) = (x1j , ...,xnj)T , create M virtual samples

x∗
(j) = (x∗1

1j , ...,x
∗1
nj , ...,x

∗m
1j , ...,x∗m

nj , ...,x∗M
1j , ...,x∗M

nj )T ,

where x∗m
ij ∼ N(xij , σ

2
j0

).
Step2. For each pair {(x∗m

ik ,xij)|i = 1, ..., n;m = 0, ...,M}, apply the moving
boxcel median filter and take 10 best genes in terms of σ̂2

j as candidate
parents of genej . We denote 10 candidate parents of genej as “pajk” for
k = 1, ..., 10.

Learning Step
Step3. For each genej (j = 1, ..., p):

Step3-1. For each candidate parent pajk (k = 1, ..., 10):
Step3-1-(a). Test one of the following operations, apply moving median

filter, and calculate σ̂2
j,test.

− If pajk → genej does not exist, add this edge.
− If pajk → genej exists, remove this edge.
− If pajk ← genej exists, reverse this edge.

Step3-1-(b). If σ̂2
j,test < σ̂2

j , apply the operation in Step3-1(a) and set
σ̂2

j = σ̂2
j,test. Otherwise, no operation is conducted.

Step3-2. Update virtual samples for genej .
Step4. Repeat Step3 until σ2

G converges.

In the learning step of the above algorithm, the resulting network depends
on the learning order of genes. Therefore, we permute the learning order and
take the best network out of 10 networks as the optimal one.
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X1 = X2
2 + 2 sin(X5) − 2X7 + ε1, X2 = {1 + exp(−4X3)}−1 + ε2,

X3 = ε3, X4 = X2
5/3 + ε4, X5 = X3 − X2

6 + ε5, X6 = ε6,

X7 =

{−1 + ε7, X8 ≤ −0.5
X8 + ε7, −0.5 < X8 ≤ 0.5
1 + ε7, 0.5 < X8

X8 = exp(−X4 − 1)/2 + ε8, X9 = ε9, X10 = cos(X9) + ε10.

(d)

Fig. 2. True model and estimated networks of Monte Carlo simulations: (a) True net-

work. (b) Estimated network by the previous method [9]. (c) Estimated network by

the proposed method (n = 100, α = 0.2, λ = 20 and M = 100). (d) Functions between

nodes

3 Computational Experiments

3.1 Monte Carlo Simulations

We conduct Monte Carlo simulations to examine the properties of the proposed
method by comparing with the previous method [9]. The simulated microarray
data were generated from the artificial network of Figure 2 (a) with the functional
structures between nodes shown in Figure 2 (d). The observations of the child
variable are generated after transforming the observations of the parent variables
to mean 0 and variance 1. After generating the data from the true system and
making a matrix X ′ = (x′

1, ...,x
′
n)T , we then add the noise corresponding to the

measurement noise by

xi = x′
i + ηi, i = 1, ..., n,

where ηi = (ηi1, ..., ηip)T is a p-dimensional noise vector and ηij depends on the
mixture normal distribution of the form

ηij ∼ (1 − κ)N(0, {Rng(xij)/20}2) + κN(0, {Rng(xij)/10}2).
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Here we set κ = 0.05 and Rng(xij) = maxi(xij)−mini(xij). Hence a microarray
data matrix we used is defined by X = (x1, ...,xn)T . A network was rebuilt from
simulated data consisting of n = 50 or n = 100 observations, which corresponds
to 50 or 100 microarrays.

Figure 2 (b) and (c) are typical examples of the estimated networks for
n = 100. We tried various settings of α, M and λ and set α = 0.2, M = 100
and λ = 20 as appropriate values. In Figure 2 (b) and (c), the solid edges are
correctly estimated edges and the dotted edges are the falsely estimated edges
by the previous method [9] and the proposed method. It is clear that by adding
measurement noise and some outliers, the previous method estimated some spu-
rious relations that are false positives. On the other hand, by comparing with the
previous method, the proposed method can reduce the number of false positives.
We observe that a shortcoming of the proposed method from this simulation
that the proposed method sometimes estimates edges that are inverse direc-
tion. However, if we consider the estimated network as an undirected graph, the
sensitivity (the number of correctly estimated edges divided by the number of
the estimated edges) of the proposed method is much higher than that of the
previous method.

In the result of Monte Carlo simulations, it is shown that our method is
robust to the noise which is independent of fluctuations of the gene network.
Various instrumental and observation noises can be properly removed together
with constructing Bayesian networks for estimating gene networks, resulting in
giving robust and reliable estimates.

3.2 Real Data Example

In the real data example, we use Saccharomyces cerevisiae cell cycle data col-
lected by Spellman et al. [19] and focus on 52 genes. These genes made a subnet-
work estimated by Imoto et al. [9]. Figure 3 is the resulting network obtained by
the proposed method with the same α, M and λ in the Monte Carlo simulations
in the previous section.

The results of the real data example can be summarized as follows: In bud-
ding yeast, Saccharomyces cerevisiae, the homeodomain protein, YOX1, is a
repressor that restricts early cell cycle boxes (ECB)-mediated transcription to
the M/G1 phase of the cell cycle [17]. As a transcription factor, YOX1 binds
nearly 30 genes, including CLN2 [7], that are important for DNA synthesis and
repair. An ECB element (CLN3) activates SBF and MBF, two late G1-specific
transcription complexes. Both SBF and MBF cause a burst of transcription of
the late G1 cyclins, CLN1 and CLN2, and other genes required for S phase
(B cyclins), CLB5 and CLB6, respectively. The two late G1 cyclins, CLN1 and
CLN2, have important effects for progression into S phase, i.e. an increase in the
level of CLB5,6-CDC kinase activity sufficient to permit initiation of DNA repli-
cation [8]. In the resulting network shown in Figure 3, YOX1 connects directly
to CLN2 and CLN2 connects to CLN1 and CLB6, while the resulting network
of Imoto et al. [9] contains connections from CLN2 to CLN1 through YOX1. In
comparison with Imoto et al. [9], our network can reflect functional correlations
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Fig. 3. Resulting cell cycle gene network obtained by the proposed method

between YOX1 and the late G1-cyclins and B-cyclins more precisely. An inter-
esting relationship is found that the cell wall biogenesis gene CSI2 triggers many
genes in our resulting network, while only three genes are regulated by CSI2 in
the network of Imoto et al. [9]. Although the function of CSI2 as a structural
component of the chitin synthase 3 complex is still unclear, Friedman et al. [5]
showed that CLN2, RNR3, SVS1, SRO4 and RAD51 are highly correlated each
other and CSI2-SRO4 pair works together as cell wall regulation at the plasma
membrane. In addition, the yeast protein function assignment [21] by Marcotte
et al. [13] shows that CSI2 is functionally linked with vanadate sensitive sup-
pressor SVS1. Based on the resulting network in Figure 3, we may suggest that
CSI2 interacts many genes and may play an important role in cell cycle. Based
on those observations, our proposed methods are capable of extracting causal
relationships between genes effectively from gene expression data.

4 Discussion

We proposed the use of the moving boxcel median filter and the residual boot-
strap for constructing Bayesian networks aimed at robust estimation of gene
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networks from microarray data. Main difficulties of the estimation of gene net-
works based on microarray data are caused by the outliers and the nonlinearity
of the relationships between genes. We solved these problems by the proposed
method and attained an accurate gene network rather than the previous method.

We consider the following problems as our future topics: We set the pa-
rameters α, M and λ empirically. These parameters, however, could affect the
resulting networks and we need to develop a suitable criterion for choosing them
from a statistical point of view. Recently, researches have been focused on using
multiple types of genomic data such as binding site information, protein-protein
interaction and so on, together with microarray data for extracting more reliable
information [11, 14, 18, 20]. We would like to extend our method to handle such
genomic data for estimating more accurate gene networks.
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Abstract. The mobility of fluorescently labelled molecules in the inter-
phase nucleus has been increasingly employed to investigate the spatial
organization of the interchromosomal space. We suggest an improved
two-dimensional anisotropic diffusion model to address the inhomoge-
neous nature of nuclear organization, which is at odds with the generally
applied ’well-mixed’ compartmental assumption. To consider the trans-
fer function of the imaging system, we derived a modified fundamental
solution of the two-dimensional, time-dependent diffusion equation. The
model was validated through comparison of the forward simulation re-
sults with fluorescence recovery after photobleaching experiments using
nuclear localization signal (NLS) - tagged YFP recorded by confocal laser
scanning microscopy. To improve the fit error in the vicinity of the nu-
clear boundary, we suggest an isotropic diffusion model with Neumann
boundary condition accounting for the exact shape of the nuclear bound-
ary. The suggested approach is a first step towards diffusion tomography
of the cell nucleus.

1 Introduction

The mammalian cell nucleus, presumably devoid of any membrane bound com-
partments, is intricately compartmentalized [1]. This was also shown in stud-
ies where chromosome specific labelling techniques were used (for review see
[2]). Aspects of the functional architecture have also been under investigation
[3, 4, 5, 6, 7]. Since the advent of the Green Fluorescent Protein (GFP) [8], the
study of the transport kinetics of tagged proteins inside the live cell nucleus have
become a widely applied method used to address this question [9, 10]. It has been
shown that molecules of very different functions all appeared to move rapidly
[11]. These studies used models of passive transport inside the cell nucleus by fit-
ting the dynamics to a diffusion equation. This homogeneous, isotropic diffusion
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model assumes that the nucleus can be considered a ’well-mixed’ compartment,
i.e. tracks of molecules are assumed to be solely triggered by some uncorrelated
physical obstructions like e.g. the chromatin and other nuclear entities signif-
icantly influencing the dynamics. No assumptions on binding or other effects
are therefore included in such a model. Also, no hypotheses about an active
transport of these molecules are made [12].

In our model the generally used diffusion constant is replaced by a diffusion
tensor. Thus, a homogeneous but anisotropic dynamics can be described [13,
14]. It will be shown that particularly at the boundary the fit error for the
boundary-free diffusion model is increased by several orders of magnitude. This
finding indicates that the estimated model parameters are affected by a boundary
artefact that is not negligible.

Therefore, in a further step we applied an isotropic model including the nu-
clear boundary. Since there does not exist a fundamental solution for a diffusion
equation including a boundary of arbitrary shape, the arising system of equation
and boundary condition was solved numerically by a sophisticated solver (UG)
for partial differential equations (PDEs). The combination of both approaches
builds a ’simulation-tool-chain’. The reconciliation of the experimental data with
both the coarse boundary-free model and the more elaborate boundary-including
model will be shown to result in more reliable parameter estimates.

2 Materials and Methods

2.1 Cell Culture, DNA Construct and Transfection

Human adrenal cortex carcinoma Sw13 cells [15] were cultured on circular cover-
slips in Dulbeccos Minimum Essential Medium (DMEM, GIBCO) with 10% fetal
calf serum (fcs) and antibiotics without phenol red. They were then transfected
with the NLS tagged pEYFP-c1 construct (Clontech) using FuGene 6 (Roche,
Mannheim, Germany).

2.2 Fluorescence Confocal Microscopy

2D images were recorded over time using a laser scanning confocal microscope
(Leica LSM SP2) equipped with a detachable 37 ◦ C temperature controlled
chamber and a 100x Plan-Apochromat NA oil immersion objective. The YFP
channel used 514 nm Ar Laser for excitation and detection was at 526 nm. The
pinhole settings of 1 Airy unit implies a Full Width Half Maximum of 614.5 nm.
The images were scanned at a line frequency of 1000 lines/s and a time delay of
40 ms between each image.

Before starting to record a sequence, a rectangular image capture region was
determined and the whole region also served as the bleach region (Figure1B).
The dimensions of the image were 512 x 64 pixels with a resulting size of 59.5 x
7.4 μm.
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Fig. 1. The experimental data: A 2D section of a typical cell transfected with NLS-

YFP in the nucleus (A). The time series of images bleached and imaged for recovery

of signal (B). The recovery curves from the bleaching experiment (C)

2.3 Kinetic measurements by Fluorescence Recovery After
Photobleaching (FRAP)

The images collected for the FRAP experiment (Figure 1A) involved 15 time
steps of imaging with a 5% attenuated laser (pre-bleach), 10 frames imaged with
100% laser intesity (bleach) and typically 1000 frames at 5% laser intensity (post-
bleach) (for a review on FRAP see [16]). A MATLAB program (The MathWorks
Inc., USA) using threshold dependent segmentation was then used to read in the
time series of images (Figure 1B) and derive the grey value intensities (Figure 1C)
and the sizes of the segmented regions. This data was used for all subsequent fits.

3 Theory and Implementation

The FRAP dynamics are first described by a diffusion model with a respec-
tive model equation that can be solved by a fundamental solution Eq. 1. The
class of diffusion models that can be solved by such a fundamental solution are
necessarily made up of equations that do not consider the boundary domains
of respective media. Nevertheless, they are easy to handle and computationally
cheap, both in the forward as well as in the inverse direction. Here, the term
‘inverse’ means the search for optimal model parameters to fit to given experi-
mental data.
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Common results in diffusion tomography of the cell as well as the cell nucleus, e.g.
concerning diffusion constants of small molecules rely on the use of isotropic, ho-
mogeneous and boundary-free diffusion models [10]. Early publications like [12]
likely used these models due to the lack of computational power at that time.
As will be shown in the results, the inclusion of boundaries overcomes some
limitations of this approach.

3.1 The Fundamental Solution of the Diffusion Equation

As the nuclei of the here used cell line are flat they were considered to be two-
dimensional. We take the fundamental solution of the two-dimensional time-
dependent diffusion equation:

∂Φ(x, t)
∂t

= ∇(D∇Φ(x, t)) , x ∈ R.
2 (1)

This equation describes anisotropic diffusion in a homogeneous medium. The
Diffusion Tensor D, which for simplicity will be treated in diagonalized form
only, allows to describe an anisotropic behaviour of the considered medium. The
fundamental solution of this equation in two dimensions is:

Φ(x, t) =
1

4π
√

d1d2

exp
(

x1D
−1x2

4t

)
(2)

The parameters d1 and d2 are the entries of the two-dimensional diffusion tensor
D. The Gaussian bell function, which corresponds to the given solution, has
to be convolved by the coordinates of the total bleaching area B(x). The total
intensity is therefore given by:

Φtot(x, t) = Φ(x, t) ∗ B(x) . (3)

The reconciliation with the experimental FRAP data needs a normalization
procedure in order to get a scale-free signal that can be fitted to Eq. 3. Similar
to a proposed normalization procedure [12], we chose a normalization that al-
lows to accomplish the requested convolution numerically. The intensity of the
laser beam is assumed to be spatially constant throughout the bleaching area.
This assumption is confirmed by the experimental data. Therefore, no weighting
function has been taken into account in the convolution. In addition, three by
three pixels have been merged to one averaged pixel and data of 10 consecutive
time points have been merged to get one averaged frame. The normalization
term reads:

IN (x, t) =
I(x, tpre) − I(x, tposti

)
I(x, tpre) − I(x, tpostend

)
(4)

The normalized signal IN is a dimension-less construct of the pre-bleach signal
I(x, tpre) and the subsequent post-bleach signals I(x, tposti

) .
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Taking the accordingly normalized experimental data, reconciliation is per-
formed with an equally normalized model equation built up from the convolved
fundamental solution (Eq. 3). The normalized model term now reads:

ΦN,tot(x, t) =

∑
i

{
1

t+s exp
[
− 1

4(t+s) · (x1 − B(x1,i))D−1(x2 − B(x2,i))
]}

∑
i

{
1

1+s exp
[
− 1

4(tend+s) · (x1 − B(x1,i))D−1(x2 − B(x2,i))
]} ,

(5)
where B(x1,i,x2,i) is a set of coordinate pairs which make up the bleaching area.
When fitting ΦN,tot(x, t) to the normalized intensity values IN (x, t), the param-
eter s adapts the model to a possible delay between the first post-bleach image
and the supposed initial post-bleach time point t1 in the model. All computa-
tion has been done in MATLAB, using standard routines like ’fminsearch’ for
the optimization and a summation of results of Eq. 2 over the bleaching area to
accomplish the convolution procedure in Eq. 5. The fit results will be given in
the ’results’ section.

The existence of fundamental Eq. 2 in this respect gives an easy way to
calculate the forward problem for diffusion Eq. 1 and the inverse problem of
parameter estimation by optimization.

3.2 Inclusion of the Nuclear Geometry in the Model

The software package UG (Unstructured Grids) served as a platform for solv-
ing the diffusion problem within the boundary of an experimentally examined
cell nucleus. UG is a toolbox for the numerical solution of partial differential
equations on unstructured meshes using multigrid methods. It is freely avail-
able from (http://cox.iwr.uni-heidelberg.de/~ug/). This framework provides a
broad collection of ready to use problem discretizations as part of its problem
class libraries. In addition, the UG library provides geometric and algebraic
data structures as well as a large number of mesh manipulation, numerical al-
gorithm and visualization functions. Being implemented in the C programming
language, it can be adapted flexibly to specific differential equations, domains
and discretization methods [17].

To achieve a diffusion model with boundary conditions we had to implement
several additional modules within UG. As a first step, we (a) implemented a
specific discretization by application of a problem class from the UG problem
class library. The convection-diffusion finite volume implementation was used as
a basis for the simulation. It was adjusted to represent a purely two-dimensional
instationary diffusion equation discretization as stated above, including the diag-
onal diffusion tensor D. Both entries herein were set to the same value resulting
in a global isotropic diffusion within the domain defined by the selected nucleus.

Then (b) implementation of the main application that defines the domain
description, boundary conditions and coefficient functions was carried out. For
polygonal domain definition approx. 100 sampling points were selected manually
from the boundary of the examined nucleus in an overview image. In between
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these points, coordinates were interpolated linearly by the domain loader that
was implemented. The multigrid was initialy triangulated by defining a mesh
consisting of four triangular elements spread at the upper and lower border,
two convex quadrilaterate elements in between. These elements are also called
subdomains of the coarsest grid Ω0. Uniform refinement of the entire grid was
performed four times resulting in a five-level multigrid with about 104 elements
on the finest grid Ω4. Neumann condition with ∂Φ

∂n (x, t) = 0 was applied to the
entire boundary ∂Ω. The Neumann condition can be interpreted as conservation
of mass within the domain due to impermeable object boundaries.

Next, a (c) UG script controlling the simulation was developed for glueing
together problem class, boundary and domain. Definitions of the simulation pa-
rameters were included, consisting of the time solver, Gauss-Seidel pre- and post-
smoothers and the discretization scheme. Multigrid V-cycles were performed. Ini-
tial parameters for the domain were set, i.e. homogenous concentration values
Φ(x, tpost1) = ρpost1 for the vertical extent of the bleach area ylower < y < yupper,
Φ(x, tpost1) = ρpre for the remaining domain. For each time step the calculated
solution matrix for Ω4 was written out and converted into a matrix sequence
readable by MATLAB for further investigation.

4 Results

We studied two different cell nuclei and a window of parameter estimation with
a size of 6 by 6 averaged pixels. Tables 1 and 2 show values of tensor entries for

Table 1. Diffusion constants [μm2/s] estimated in subdomains of regions having a

high fit-error. Regions #1 and #5 are situated on bottom and top of each nucleus,

respectively, and therefore in direct vicinity of the boundary

#Cell #Region Subdomain Diff. Const. Diff. const. fit-error
(x-interval) (x-axis) (y-axis)

2 5 [137,143] 1.19 0.55 65.2

3 1 [70,76] 0.38 0.68 14.3

3 5 [92,98] 0.0158 1.051 13.3

Table 2. Diffusion constants [μm2/s] estimated in subdomains of regions having a low

fit-error. Regions #2 and #3 are situated in the middle of each nucleus. The y-intervals

of each subdomain are situated in the middle of each bleaching stripe

#Cell #Region Subdomain Diff. Const. Diff. const. fit-error
(x-interval) (x-axis) (y-axis)

2 2 [119,125] 0.446 0.0930 2.00

3 3 [88,94] 0.0713 0.0701 2.12

3 2 [62,68] 0.00635 0.0289 2.06

3 2 [68,74] 0.0486 0.0665 1.83
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selected locations of parameter estimation using the anisotropic diffusion model
without boundary conditions.

Apparently, regions with high and regions with low fit error, respectively, are
discernable. Regions with high fit error mainly occur in the vicinity of the bound-
ary. The respective boundary-induced error is mapped to the tensor entries in a

Fig. 2. (A) Fit error for cell C3 as a function of the location of parameter estimation

within each of five bleaching regions (R1-R5). The black line shows the nuclear bound-

ary. The spatial resolution of the fit error has been achieved by varying the location of

the window of parameter estimation as described in tables 1 and 2. (B) Fit error for

cell C2

Fig. 3. (A) Simulation of FRAP experiments visualized by UG. From left to right: The

fluorescing cell C3, the discretized cell, three stages of a UG simulation. (B) Simulation

of FRAP experiments for cell C2
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Fig. 4. Recovery profiles: The signal of the experimental data, the best fitting UG

solution (d(UG)), and fits (d1,d2) of the anisotropic, boundary-free model in both

directions ( C2R5 (top), C3R1(middle), C3R5(bottom) )

rather unspecific way. Notably, the separation of the dynamics into two different
orthogonal directions became only feasible by applying a time-space resolution
in the range of about 200 nm and 40 ms per image, respectively. However, a reli-
able separation of present boundary artefacts such that only one of both entries
in the diffusion tensor would be affected could not be achieved. Regions with
low fit error show some slight spatial dependence of at least one of both tensor
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entries. These findings can be explained by the fact that the maximum value of
the Gaussian distribution consists of an average of both directions, resulting in
a cross-talk between the two directions.

An overview of the spatially resolved fit error for both cells is given in figures
2 A and 2 B. The variation in the non-boundary regions might be due to the
fact that the local geometry changes in those parts of the nucleus. This in turn
leads to fluctuations in the balancing dynamics of the molecules. The cause for
such inhomogeneity might be the differential distributions of chromatin in the
nucleus in various regions inducing a pseudo-boundary or soft boundary.

The above findings indicate that the estimated model parameters are af-
fected by a boundary artefact that cannot be resolved by an anisotropic dif-
fusion model without considering boundary conditions. Stable model improve-
ments therefore require the consideration of the nuclear geometry. Figures 3 A
and 3 B show a forward simulation using an isotropic diffusion model with a
Neumann boundary condition considering the exact shape of each nucleus. The
fit results shown in Figure 4 for the boundary-including diffusion model and the
boundary-free anisotropic model, respectively, illustrate a comparison between
both approaches. Apparently, for regions with a high fit error the UG solution
yields a better fit to the data in the first time-slice of the recovery than both of
the tensor-triggered directional flows.

5 Conclusion

In summary, a smoother recovery dynamics can be achieved by including the
boundary into the model rather than with a coarse boundary-free model.

Further investigations are required regarding the spatial characteristics of
the cell medium. The spatially resolved mathematical model already allows for
simulating an inhomogeneous diffusion process. To acquire meaningful results,
techniques for aligning simulated and observed data have to be included. Even-
tually, this will lead to a reduction of the global simulation error in the inverse
solution by iteratively optimizing spatially resolved diffusion coefficients. A tem-
poral dependence of the spatially resolved diffusion coefficient could also be
taken into account with this approach. A good initial guess for parameters will
be of high relevance since the optimization is typically a complex task producing
widely ramified solution approximations.

The analysis of the spatial and temporal variations in the intranuclear struc-
ture e.g. by changing chromatin densities will be an important next step. In
combination with an improved spatial and temporal resolution in the FRAP
experiments by applying new techniques of high resolution microscopy such as
4Pi-microscopy [18] will give rise to a spatially resolved representation of the
nuclear structure with regard to molecular diffusion characteristics. Such stud-
ies will also help to improve the transport model of molecules. In future studies,
additional transport terms will be taken into account thus addressing transport
characteristics deviating from diffusion dynamics.
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Diffusion dynamics give a first approximation of the complex dynamics pre-
sumably including active transport patterns or channel-like structures within
the cell nucleus. A higher temporal resolution of the data is therefore essential,
especially in the time window immediately after bleaching. The examination of
the possibly inhomogeneous nature of the medium, both in experiment and sim-
ulation, will be an essential step to unravel the complex internal structure of the
cell nucleus and its implication for protein dynamics.

Our work is in line with other studies in a similar direction [19] suggesting
the need for forward simulations when estimating mobility. Our study is an
important first step towards molecular diffusion tomography of the cell nucleus,
combining sophisticated methods of Scientific Computing with the potential of
advanced experimental assays.
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Abstract. In this article we present the Biochemical Abstract Machine
BIOCHAM and advocate its use as a formal modeling environment for
networks biology. Biocham provides a precise semantics to biomolecular
interaction maps. Based on this formal semantics, the Biocham system
offers automated reasoning tools for querying the temporal properties of
the system under all its possible behaviors. We present the main features
of Biocham, provide details on a simple example of the MAPK signaling
cascade and prove some results on the equivalence of models w.r.t. their
temporal properties.

1 Introduction

In networks biology, the complexity of the systems at hand (metabolic networks,
extracellular and intracellular networks, networks of gene regulation) clearly
shows the necessity of software tools for reasoning globally about biological sys-
tems [1]. Several formalisms have been proposed in recent years for modeling
biochemical processes either qualitatively [2, 3, 4] or quantitatively [5, 6, 7, 8, 9].
State-of-the-art tools integrate a graphical user interface and a simulator, yet
few formal tools are available for reasoning about these processes and proving
properties about them. Our focus in Biocham has been on the design of a bio-
chemical rule language and a query language of the model in temporal logic,
that are intended to be used by biologists.

Biocham has been designed in the framework of the ARC CPBIO on “Process
Calculi and Biology of Molecular Networks” [10] which aims at pushing forward
a declarative and compositional approach to modeling languages in Systems
Biology. Biocham is a language and a programming environment for modeling
biochemical systems, making simulations, and checking temporal properties. It
is composed of :

1. a rule-based language for modeling biochemical systems, allowing patterns
and constraints in the definition of rules;

2. a simple simulator;
3. a powerful query language based on Computation Tree Logic CTL;
4. an interface to the NuSMV [11] model checker for automatically evaluating

CTL queries.

V. Danos and V. Schachter (Eds.): CMSB 2004, LNBI 3082, pp. 172–191, 2005.
c© Springer-Verlag Berlin Heidelberg 2005
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The use of Computation Tree Logic (CTL) [12] for querying the temporal
properties of the system provides an alternative technique to numerical models
based on differential equations, in particular when numerical data are miss-
ing. The model-checking tools associated to CTL automate reasoning on all the
possible behaviors of the system modeled in a purely qualitative way. The se-
mantics of Biocham ensures that the set of possible behaviors of the model over-
approximates the set of all behaviors of the system corresponding to different
kinetic parameters.

Biocham shares several similarities with the Pathway Logic system [4] imple-
mented in Maude. Both systems rely on an algebraic syntax and are rule-based
languages. One difference is the use in Biocham of CTL logic which allows us
to express a wide variety of biological queries, and the use of a state-of-the-art
symbolic model checker for handling the complexity of highly non-deterministic
models.

The first experimental results of this approach for querying models of bio-
chemical networks in temporal logic have been reported in [13, 14], on a qualita-
tive model of the mammalian cell cycle control [15, 16] and in [14] on a quantita-
tive model of gene expression [9]. In this paper we describe the Biocham system
which provides a modeling environment supporting this methodology.

The next section defines the syntax of Biocham objects, rules and patterns,
and their semantics. The following section describes the CTL query language
and the expression of biological queries. Then we detail Biocham functionalities
on a simple model of the MAPK signaling cascade. In section 5 we discuss the
comparison of different models of given biological systems and show two equiv-
alence results w.r.t. CTL properties. Section 6 reports our on-going experience
in applying inductive logic programming techniques to learning reaction rules
from temporal properties, and learning rule patterns from a given set of reaction
rules. Finally we compare our approach with related work and conclude on the
perspectives of this work.

2 Syntax and Semantics

2.1 A simple Algebra of Biochemical Compounds

Biocham manipulates formal objects which represent chemical or biochemical
compounds, ranging from ions, to small molecules, macromolecules and genes.
Biocham objects can be used also to represent control variables and abstract
biological processes.

Syntax:
object = molecule | abstract

molecule = name | molecule-molecule | molecule∼{name,...,name}
| gene | ( molecule )

gene = #name
abstract = @name
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In the simplest and the most flexible syntactical form, a molecule is simply
given a name. Multimolecular complexes are denoted with the linking operator
-. This binary operator is assumed to be associative and commutative, hence the
order of the elements in a complex does not matter. Note that the same hypoth-
esis is made in Pathway Logic [4] and other systems [17]. In the cases where one
would like to distinguish between different orders of association, one can denote
the different complexes with specific names. A third syntactical form serves to
write modified forms of molecules, like attaching the set of phosphorylated sites
with the operator ∼. Several sets can be attached. The order of the elements is
irrelevant.

Example 1. RAF, RAF-RAFK and RAF~{p1}-MEK are valid Biocham notations for,
respectively, a Raf protein, its complex with a Raf-kinase, and an activated form
of Raf in the complex with the MAPK/ERK kinase.(RAF-MEK)~{p1} is another
notation for the same phosphorylated form of the complex without making pre-
cise the constituent which is phosphorylated. Precising or not the phosphorylated
constituent defines two formally different complexes. It is also possible to spec-
ify more precisely the phosphorylation, for instance by naming its sites, as in
RAF~{ser338,tyr341}, but then again, this defines a formally different molecule.

The fourth syntactical form is used to denote genes or gene promotors, with
a name beginning with #. These objects are assumed to be unique, which has
a consequence on the way reactions involving such objects are interpreted by
Biocham, as explained in the next section.

Example 2. DMP1-#p19ARF can be used to denote the binding of protein DMP1
on the promotor of the gene producing protein p19ARF noted #p19ARF.

The same assumption of uniqueness is made on abstract objects that are
noted with a ’@’. Abstract objects can be used to represent particular phases of
a process, complete subsystems or abstract biological processes.

Example 3. @UbiPro can be used to denote the Ubiquitine/Proteasome subsys-
tem and write this formal object as a catalyst in degradation reaction rules.

2.2 Reaction Rules

Biocham reaction rules are used primarily to represent biochemical reactions.
They can be used also to represent state transitions involving control variables
or abstract processes, or to represent the main effects of complete subsystems
such as protein synthesis by DNA transcription without introducing RNAs in
the model.
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Syntax:
reaction = name: reaction

| solution => solution
| solution =[object]=> solution
| solution =[solution => solution]=> solution
| solution <=> solution
| solution <=[object]=> solution

solution = | object | solution + solution | ( solution )

A solution is thus a sum of objects, the character denotes the empty solu-
tion. The order and multiplicity of molecules in a solution are ignored, only the
presence or absence of objects are considered.

The following abbreviations can be used for reaction rules: A<=>B for the two
symmetrical rules, A=[C]=>B for the rule A+C=>B+C with catalyst molecule C,
and A=[C=>D]=>B for the rule A+C=>D+B.

Example 4. RAF + RAFK => RAF-RAFK is a complexation rule.
MEK =[RAF~{p1}]=> MEK~{p1} is a phosphorylation rule with catalyst RAF~{p1}.
This rule is equivalent to MEK + RAF~{p1} => MEK~{p1} + RAF~{p1}.

A reaction transforms one solution matching the left-hand side of the rule,
into another solution in which the objects of the right-hand side have been
added. The molecules in the left-hand side of the rule which do not appear in
the right-hand side may be non-deterministically present or consumed in the
resulting solution. This convention defines the boolean abstraction of stoichio-
metric models used in Biocham. It reflects the capability of Biocham to reason
about all possible behaviors of the system with unknown concentration values
and unknown kinetics parameters [1, 3].

Following the uniqueness assumption, molecule parts marked as ”genes”
with the ’#’ notation, or any compound built on such a molecule (such as
DMP1-#p19ARF for instance) are not multiplied. These objects remain unique
and they are deterministically consumed in the form in which they appear in
the left-hand side of the rule. The same goes for control variables, noted with a
’@’, which are deterministically consumed.

Biocham has also a rich pattern language with constraints which is used to
specify molecules and sets of reaction rules in a concise manner, it is detailed in
the next section.

2.3 Patterns

Patterns introduce the special character ? and variables noted with a name
beginning with a $ to denote unspecified parts of a molecule. These variables
can be constrained with simple set constraints.

Example 5. list_rules(RAF~?-? + ? => ?).
This command contains a pattern matching all rules reacting with any form

(phosphorylated or complexed) of RAF.

list_rules(? =[RAFK]=> ?).
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This pattern is matching all rules involving the catalyst RAFK, i.e. having RAFK
in their left and right-hand sides, even if they were not written with the catalyst
notation.

With some restrictions, patterns can be used to define reaction rules. This
is not the case of the above example as the patterns can match unspecified
(unconstrained) molecules. Two constructs are provided in Biocham to specify
the domains of variables either globally or locally to a rule:

– declare: allowing to define all the phosphorylation sites of a molecule;
– where: imposing local constraints on variables in a rule declaration.

Example 6. declare MEK~{{},{p1},{p2},{p1,p2}}.
declare MAPK~parts_of({p1,p2}).
...
MEK~$P + RAF~{p1} <=> MEK~$P-RAF~{p1}
where p2 not in $P.
and $cycA in {cycA, cks1-cycA}

In this context, MEK is declared to have two phosphorylation sites p1, p2
and that all combinations are possible, MAPK has two sites too, with again all
combinations allowed.

Then appears a reaction pattern which specifies the complexation or decom-
plexation of some forms of MEK not already phosphorylated on p2. This pattern
is used to define reactions. There are 2 possible forms (not containing p2) for
$P to combine with the 2 possibilities for the direction of the rule. This reaction
pattern thus expands into 4 reaction rules.

Section 4 contains a Biocham model of the MAPK signaling cascade written
with a set of 16 reaction rule patterns which expand into 30 rule instances.

2.4 Kripke Semantics

A Biocham model is a set of reaction rules given with an initial state. As any
rule pattern can be expanded into a set of reaction rules, there is no loss of
generality in considering only reaction rules. The formal semantics of a Biocham
model is a Kripke structure that is a mathematical structure which provides a
firm ground for :

– comparing different modeling formalisms and languages,
– comparing different models of a same biological system,
– importing models from other sources,
– and designing and implementing automated reasoning tools.

A Kripke structure K is a triple (S, R, L) where S is the set of states, R ⊆
S × S is a total relation (i.e. for any state s ∈ S there exists a state s′ ∈ S
such that (s, s′) ∈ R) called transition, and L : S → 2A is a labeling function
over the set of atomic propositions A, which associates to each state the set of
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atomic propositions true in that state. A path in K starting from a state s0 is
an infinite sequence of states π = s0, s1, ... such that (si, si+1) ∈ R for all i ≥ 0.

Clearly, one can associate to a Biocham model a Kripke structure, where the
set of states S is the set of all tuples of boolean values denoting the presence or
absence of the different biochemical compounds (molecules, genes and abstract
processes), the transition relation R is the union (i.e. disjunction) of the rela-
tions associated to the reaction rules (which will be noted →), and the labeling
function L simply associates to a given state the set of biochemical compounds
which are present in the state. Reaction rules in Biocham are asynchronous in
the sense that one reaction rule is fired at a time (interleaving semantics), hence
the transition relation is the union of the relations associated to the reaction
rules On the other hand, in a synchronous semantics for Biocham, the transition
relation would have been defined by intersection. The choice of a synchronous
semantics has been rejected in Biocham as it would bias fundamental biological
phenomena such as the masking of a relation by another one and the resulting in-
hibition or activation of biological processes. Note that as explained in Sect. 2.2,
the boolean abstraction of enzymatic reactions used in Biocham associates sev-
eral transitions to a single Biocham reaction rule, one for each case of possible
consumption of the molecules in the left-hand side of the rule.

That Kripke structure defines the semantics of a Biocham model as a non-
deterministic transition system where the temporal evolution of the system is
modeled by the succession of transition steps, and the different possible behaviors
of the system are obtained by the non-deterministic choice of reactions.

3 Querying Biocham Models in Temporal Logic CTL

Thanks to its simple Kripke semantics, Biocham supports the use of the Com-
putation Tree Logic CTL [12] as a query language for querying the temporal
properties of Biocham models. This methodology introduced in [13, 14] is im-
plemented in Biocham with an interface to the state-of-the-art symbolic model
checker NuSMV [11].

CTL basically extends propositional logic used for describing states, with op-
erators for reasoning over time and non-determinism. Several temporal operators
are introduced in CTL: Xφ meaning φ is true at next transition, Gφ meaning φ
is always true, Fφ meaning finally true, and φUψ meaning φ is always true until
ψ becomes true. For reasoning about non-determinism, two path quantifiers are
introduced: Aφ meaning φ is true on all paths, Eφ meaning φ is true on some
path. In CTL, all temporal operators must be immediately preceded by a path
quantifier (e.g. AFGφ is not in CTL, but AF (EGφ) is).

CTL is expressive enough to express a wide range of biological queries. Sim-
plest queries are about reachability: is there a pathway for synthesizing a pro-
tein P , EF (P ) ? About pathways: can the cell reach a state s while passing
by another state s2, EF (s2 ∧ EF (s)) ? Is state s2 a necessary checkpoint for
reaching state s, ¬E((¬s2) U s)? Can the cell reach a state s without violating
certain constraints c, E(c U s)? Is it possible to synthesize a protein P with-
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Table 1. Inductive definition of the truth relations s |= φ and π |= φ in a given Kripke

structure K

s |= α iff α ∈ L(s),
s |= Eψ iff there is a path π from s such that π |= ψ,
s |= Aψ iff for every path π from s, π |= ψ,
π |= φ iff s |= φ where s is the starting state of π,
π |= Xψ iff π1 |= ψ,

π |= Fψ iff there exists k ≥ 0 such that πk |= ψ,

π |= Gψ iff for every k ≥ 0, πk |= ψ,

π |= ψUψ′ iff there exists k ≥ 0 such that πk |= ψ′ and πj |= ψ for all 0 ≤ j < k.

out creating nor using protein Q, I ⇒ E(¬Q U P )? About steady states and
permanent states: is a certain (partially described) state s of the cell a steady
state, s ⇒ EG(s)? a permanent state, s ⇒ AG(s)? Can the cell reach a given
permanent state s, EF (AGs)? Must the cell reach a given permanent state s,
AF (AGs)? Can the system exhibit a cyclic behavior w.r.t. the presence of a
product P , EG((P ⇒ EF ¬P ) ∧ (¬P ⇒ EF P ))? The latter formula expresses
that there exists a path where at all time points whenever P is present it becomes
eventually absent, and whenever it is absent it becomes eventually present. This
formula is not expressible in LTL [12], where formulas are of the form Aφ with
φ containing no path quantifier.

The formal semantics of CTL in a fixed Kripke structure K is given in Table
1, as the inductive definition of the truth relation stating that a CTL formula
φ is true at state s, written s |= φ, or true along path π, written π |= φ (the
clauses for ordinary boolean connectives are omitted). πi denotes the suffix of π
starting at si.

4 A Simple Example

The Mitogen-Activated Protein Kinase (MAPK) cascades are a well-known ex-
ample of signal transduction, since they appear in many receptor-mediated signal
transduction schemes. They are actively considered in pharmaceutical research,
for their applications to cancer therapies. The MAPK/ERK pathway is indeed
hyperactivated in 30% of all human cancer tumours [18].

The structure of a MAPK cascade is a sequence of activations of three kinases
in the cytosol. The last kinase, MAPK, when activated, has an effect on different
substrates in the cytosol but also on gene transcription in the nucleus.

Since this cascade has been studied a lot, mathematical models of it appear
in most model repositories, like for instance that of Cellerator [19] or the SBML
repository page [20], both coming from [21]. This cascade was also the first
example treated by Regev, Silverman and Shapiro [2] in the pi-calculus process
algebra which was an initial source of inspiration for our own work.

Models based on ordinary differential equations (ODE) allow us to reproduce
simulation results like the one pictured out in Figure 1, where the concentration
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RAFK
RAF
MEK
MAPK
RAF~{p1}
MEK~{p1}
MEK~{p1,p2}
MAPK~{p1}
MAPK~{p1,p2}

Fig. 1. Simulation result of an ODE model of the MAPK cascade

of the visualized compounds is represented on the vertical axis and time on the
horizontal axis. In Figure 2, the concentrations axis has been simply split and
rescaled to the maximum value for each compound.

It is possible to see from such simulations how the cascade evolves in time.
It is possible to change input quantities to check for a significant change in the
outcome of the simulation. Similarly, the sensitivity of the system to the values
of the parameters can be checked by running different simulations with different
values of the parameters.

4.1 The MAPK Cascade in Biocham Syntax

Our aim in Biocham is to introduce complementary techniques to automate rea-
soning on all possible behaviors of the system modeled in a purely qualitative
way. Taking the above model, one sees that it is built quite directly from the en-
zymatic reactions and Michaelis-Menten kinetics. Abstracting the kinetics part,
one gets a system of biochemical reactions that can be interpreted as a non-
deterministic transition system over boolean variables denoting the presence or
absence of the compounds in the signaling cascade. The semantics of Biocham
(explained in Sects. 2.2 and 2.4) ensures that the set of the possible behaviors of
the boolean model over-approximates the set of all behaviors of the system for
all kinetic parameters’ values.

Here is the full code of the MAPK example1 in Biocham syntax. The phos-
phorylation sites for MEK and MAPK are declared first, and then the Biocham rules

1 adapted from the SBML model http://www-aig.jpl.nasa.gov/public/mls/

cellerator/notebooks/MAPK-in-solution.html
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RAFK
RAF
MEK
MAPK
RAF~{p1}
MEK~{p1}
MEK~{p1,p2}
MAPK~{p1}
MAPK~{p1,p2}

Fig. 2. Same simulation as figure 1, side by side rescaled view

are given, sometimes with pattern variables (noted $P) which are constrained in
the where part of the rules. In this model, the first rules are reversible, the other
ones are directional.

declare MEK~parts_of({p1,p2}).

declare MAPK~parts_of({p1,p2}).

RAF + RAFK <=> RAF-RAFK.

RAF~{p1} + RAFPH <=> RAF~{p1}-RAFPH.

MEK~$P + RAF~{p1} <=> MEK~$P-RAF~{p1}

where p2 not in $P.

MEKPH + MEK~{p1}~$P <=> MEK~{p1}~$P-MEKPH.

MAPK~$P + MEK~{p1,p2} <=> MAPK~$P-MEK~{p1,p2}

where p2 not in $P.

MAPKPH + MAPK~{p1}~$P <=> MAPK~{p1}~$P-MAPKPH.

RAF-RAFK => RAFK + RAF~{p1}.

RAF~{p1}-RAFPH => RAF + RAFPH.

MEK~{p1}-RAF~{p1} => MEK~{p1,p2} + RAF~{p1}.

MEK-RAF~{p1} => MEK~{p1} + RAF~{p1}.
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MEK~{p1}-MEKPH => MEK + MEKPH.

MEK~{p1,p2}-MEKPH => MEK~{p1} + MEKPH.

MAPK-MEK~{p1,p2} => MAPK~{p1} + MEK~{p1,p2}.

MAPK~{p1}-MEK~{p1,p2} => MAPK~{p1,p2} + MEK~{p1,p2}.

MAPK~{p1}-MAPKPH => MAPK + MAPKPH.

MAPK~{p1,p2}-MAPKPH => MAPK~{p1} + MAPKPH.

These rule patterns define the following set of expanded reaction rules:

biocham: expand_rules.

1 RAF+RAFK=>RAF-RAFK.

2 RAF-RAFK=>RAF+RAFK.

3 RAF~{p1}+RAFPH=>RAFPH-RAF~{p1}.

4 RAFPH-RAF~{p1}=>RAF~{p1}+RAFPH.

5 MEK+RAF~{p1}=>MEK-RAF~{p1}.

6 MEK-RAF~{p1}=>MEK+RAF~{p1}.

7 MEK~{p1}+RAF~{p1}=>MEK~{p1}-RAF~{p1}.

8 MEK~{p1}-RAF~{p1}=>MEK~{p1}+RAF~{p1}.

9 MEKPH+MEK~{p1}=>MEKPH-MEK~{p1}.

10 MEKPH-MEK~{p1}=>MEKPH+MEK~{p1}.

11 MEKPH+MEK~{p1,p2}=>MEKPH-MEK~{p1,p2}.

12 MEKPH-MEK~{p1,p2}=>MEKPH+MEK~{p1,p2}.

13 MAPK+MEK~{p1,p2}=>MAPK-MEK~{p1,p2}.

14 MAPK-MEK~{p1,p2}=>MAPK+MEK~{p1,p2}.

15 MAPK~{p1}+MEK~{p1,p2}=>MAPK~{p1}-MEK~{p1,p2}.

16 MAPK~{p1}-MEK~{p1,p2}=>MAPK~{p1}+MEK~{p1,p2}.

17 MAPKPH+MAPK~{p1}=>MAPKPH-MAPK~{p1}.

18 MAPKPH-MAPK~{p1}=>MAPKPH+MAPK~{p1}.

19 MAPKPH+MAPK~{p1,p2}=>MAPKPH-MAPK~{p1,p2}.

20 MAPKPH-MAPK~{p1,p2}=>MAPKPH+MAPK~{p1,p2}.

21 RAF-RAFK=>RAFK+RAF~{p1}.

22 RAFPH-RAF~{p1}=>RAF+RAFPH.

23 MEK~{p1}-RAF~{p1}=>MEK~{p1,p2}+RAF~{p1}.

24 MEK-RAF~{p1}=>MEK~{p1}+RAF~{p1}.

25 MEKPH-MEK~{p1}=>MEK+MEKPH.

26 MEKPH-MEK~{p1,p2}=>MEK~{p1}+MEKPH.

27 MAPK-MEK~{p1,p2}=>MAPK~{p1}+MEK~{p1,p2}.

28 MAPK~{p1}-MEK~{p1,p2}=>MAPK~{p1,p2}+MEK~{p1,p2}.

29 MAPKPH-MAPK~{p1}=>MAPK+MAPKPH.

30 MAPKPH-MAPK~{p1,p2}=>MAPK~{p1}+MAPKPH.

The Biocham rules can be exported to a .dot file for use with the Graphviz2

visualization suite. The generated map is depicted in Figure 3.

2 http://www.research.att.com/sw/tools/graphviz/
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rule_13

MAPKPH
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MEKPH

rule_9

rule_11

RAFPH

rule_3

RAF-RAFK

rule_2 rule_21

RAFPH-RAF~{p1}

RAF~{p1}

rule_7

rule_4rule_22

MEK-RAF~{p1}

rule_6rule_24

MEK~{p1}-RAF~{p1}

MEK~{p1}

rule_8 rule_23

MEKPH-MEK~{p1}

rule_10 rule_25

MEKPH-MEK~{p1,p2}

MEK~{p1,p2}

rule_15
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MAPK-MEK~{p1,p2}
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MAPK~{p1}-MEK~{p1,p2}
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MAPKPH-MAPK~{p1}

rule_18 rule_29

MAPKPH-MAPK~{p1,p2}

MAPK~{p1,p2}

rule_20 rule_30

Fig. 3. Interaction map generated from BIOCHAM rules for the MAPK cascade

4.2 Simulation

Since a Biocham model is highly non-deterministic, simulations are randomized,
which means that at each time step, one of the possible reactions happens. An
initial state can be defined by taking present the following molecules:

present({

RAFK,

RAF,

MEK,

MAPK,

MAPKPH,

MEKPH,

RAFPH

}).

and absent the following ones:
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absent({?-?,?~{p1}~?}).

The last pattern declares the complexes (?-?) and the molecules phosphory-
lated at p1 (?~{p1}~?) as absent from the initial state. It is equivalent to the
following sequence:

absent(RAF-RAFK).

absent(RAFPH-RAF~{p1}).

absent(MEK-RAF~{p1}).

absent(MEK~{p1}-RAF~{p1}).

absent(MEKPH-MEK~{p1}).

absent(MEKPH-MEK~{p1,p2}).

absent(MAPK-MEK~{p1,p2}).

absent(MAPK~{p1}-MEK~{p1,p2}).

absent(MAPKPH-MAPK~{p1}).

absent(MAPKPH-MAPK~{p1,p2}).

absent(RAF~{p1}).

absent(MEK~{p1}).

absent(MEK~{p1,p2}).

absent(MAPK~{p1}).

absent(MAPK~{p1,p2}).

Figure 4 depicts one random simulation of the MAPK cascade, that is one
but only one possible behavior of the system at the boolean abstraction level.
One can notice that this trace is not a boolean abstraction (by thresholds) of
the numerical simulation. On the other hand, the numerical simulation can be
abstracted in a feasible boolean trace.

 0  20  40  60  80  100

RAFK
RAF
MEK
MAPK
RAF~{p1}
MEK~{p1}
MEK~{p1,p2}
MAPK~{p1}
MAPK~{p1,p2}

Fig. 4. Random simulation of the Biocham model of the MAPK cascade



184 N. Chabrier-Rivier, F. Fages, and S. Soliman

4.3 CTL Queries

Biocham uses the Computation Tree Logic (CTL) [12] as a query language for
querying the temporal properties of the system under all possible conditions.
Querying a Biocham model in CTL temporal logic provides a mean to analyze
exhaustively all possible behaviors of the system from first principles of enzy-
matic reactions, in particular when numerical data are not available.

A biological query like for example “Is the activation of the second kinase of
the cascade (MEK) compulsory for the cascade ?” asks whether the phosphory-
lated form of MEK, noted in Biocham MEK~{p1}, is necessary to the production
of the activated MAPK, noted MAPK~{p1,p2}, which is the output of the cas-
cade, that is whether MEK~{p1} is a checkpoint. In Biocham, one expresses this
query by the CTL formula

biocham: !(E(!(MEK~{p1}) U MAPK~{p1,p2}))

true

This formula expresses the non (!) existence (E) of a path on which MEK~{p1}
is absent (!) until (U) MAPK~{p1,p2} becomes present, that is to say that MEK~{p1}
is a checkpoint. This formula is checked automatically by the system.

The same query about a complex with a phosphatase, such as the complex
MEK~{p1}-MEKPH, is false. These complexes are thus not checkpoints. The why
command computes a counterexample in the form of a pathway which validates
the negation of the query:

biocham: !(E(!(MEK~{p1}-MEKPH) U MAPK~{p1,p2}))

false

biocham: why

Step 1 Initial state

Step 2 rule 1 RAF-RAFK present

Step 3 rule 21 RAF~{p1} present

Step 4 rule 5 MEK-RAF~{p1} present

Step 5 rule 24 MEK~{p1} present

Step 6 rule 7 MEK~{p1}-RAF~{p1} present

Step 7 rule 23 MEK~{p1,p2} present

Step 8 rule 13 MAPK-MEK~{p1,p2} present

Step 9 rule 27 MAPK~{p1} present

Step 10 rule 15 MAPK~{p1}-MEK~{p1,p2} present

Step 11 rule 28 MAPK~{p1,p2} present

This means that the complexes with a phosphatase (xxxPH) are intermediate
products that do not strictly participate in the signal transduction. They are here
to regulate the cascade, but they are not mandatory for the signal transduction
in this model. A similar trace is obtained when asking a simple accessibility
query like EF(MAPK~{p1,p2}), that is the existence (E) of a path on which at
some time point (F) MAPK is fully phosphorylated.

It is worth noting that imposing the absence of an intermediate product is
generally difficult in an ODE based simulation tool, without touching the model.
Complex CTL queries thus have no natural counterpart in a numerical model
and complement the information that can be deduced from interaction maps.
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The largest example treated so far with Biocham is a model of the Mammalian
cell cycle control [13] developed after Kohn’s map [16], involving 500 proteins
and genes and 147 rule patterns which expand into 2733 rule instances. The
computational results reported in [13] show the feasibility of this approach on
such large examples as the CTL queries can be evaluated in a few seconds using
state-of-the-art symbolic model-checking tools.

5 Comparing Models

5.1 Importing Biochemical Models from Other Formalisms

Since the basic building block of a Biocham model is an (enzymatic) reaction,
it is quite easy to import any model based on such reactions into Biocham.
This is the case of most graphical map-based models, but also of some ODE
models, derived from the mass-action law or Michaelis-Menten kinetics. A well
known source of such models is KEGG [22], which provides (graphical) maps of
metabolic and signaling pathways. Biocham has been designed to provide such
maps with a simple yet precise semantics.

In this respect, the Biocham project is part of the workpackage entitled “To-
wards a Bioinformatics Semantic Web” in the EU network REWERSE3.

5.2 CTL-based Equivalence of Models

There are usually lots of different possible models for a same system, depending
on the level of detail and of the available knowledge of that system. Even at
the level of a single enzymatic reaction, there are already two common ways to
specify it into Biocham:

either by detailing the formation of an unstable complex:

A + B <=> D
D => A + C

or directly, as
A + B => A + C (which can also be written B =[A]=> C)

The first model is a direct translation of common ODE numerical models.
However when converting to Biocham, the second model may be more natural as
it is simpler. We provide below some equivalence results w.r.t. the CTL properties
of both modelings.

We suppose that the complex D only appears in the above rule, as other-
wise the simplification is obviously not correct. Let us write K1 for the Kripke
structure associated with the first modeling, and K2 for that associated with the
second. These structures define two truth relationships: |=1 and |=2.

Proposition 1 (Reachability). Let φ be an atomic CTL formula, if I |=2

EF (φ) then I |=1 EF (φ).

3 The 6th EU Framework Programme Network of Excellence REWERSE stands for
REasoning on the WEb with Rules and SEmantics, see http://www.rewerse.net
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Moreover, if A and B do not appear negatively (i.e. under an odd number of
negations) in φ and D does not appear at all in φ, then I |=1 EF (φ) implies
I |=2 EF (φ).

Proof. Let us first detail the transitions associated with the Biocham rules. In
K1 we have:

1. A + B → A + B + D
2. A + B → A + D
3. A + B → B + D
4. A + B → D
5. D → A + B + D
6. D → A + B
7. D → A + C + D
8. D → A + C

In K2:

1. A + B → A + B + C
2. A + B → A + C

The first implication is straightforward, since whenever there exists a path in
K2 there exists a path in K1, which is identical except for the transitions using
A + B → A + C that can be replaced by two transitions: A + B → D and D →
A + C, and those using A + B → A + B + C that can be replaced by A + B →
B + D and D → A + C.

For the second implication, if the path of K1 making φ true ends in a state
without D, then it is easy to mimick it in K2 with transitions 1 and 2. Otherwise,
one can reason by induction on the transition to prove that the previous state
without D also made φ true. For each of the transitions 1 to 4 (of K1) if the right
part |= φ then the left part |= φ. For instance for transition 2, we have A + B +
E → A + D + E, where A + D + E |= φ, but since D does not appear in φ and
B does not appear negatively in φ we have A + B + E |= φ. If the last step is
the use of 5 or 7, we do not need the induction: since D does not appear in φ,
replacing it with respectively 6 or 8 is enough to get a path ending without D
and making φ true. %&

Proposition 2 (Checkpoints). Let ¬E(¬φUψ) be a checkpoint formula, i.e.
φ and ψ are atomic formulae describing states,

if A and B do not appear negatively in ψ and D do not appear positively in ψ,
then

I |=2 ¬E(¬φUψ) implies I |=1 ¬E(¬φUψ).
if A and B do not appear negatively in φ and D do not appear positively in φ,

then
I |=1 ¬E(¬φUψ) implies I |=2 ¬E(¬φUψ).
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Proof. Let first remind the meaning of I |= ¬E(¬φUψ): it means that there exist
no path π leading to ψ such that φ is false in each state of π.

For the first implication, let us consider a path π leading to ψ in K1; if π ends
in a state where D is absent, then one can consider a path π′ in K2, obtained in
the same way as in the previous proposition. This path is still leading to ψ in
K2, contains fewer states, φ is true in at least one of those states, and thus in
one of the states of π. If π ends in a state where D is present, the only difference
between that state and the previous (or next) state where D was not present
amounts to the appearance of D and possible disappearance of A and B and none
of those can be checked by ψ (since it is not positive in D nor negative in A or
in B), thus ψ was already true in the state where D was not present and we can
apply the above reasoning to get a state where φ is true.

For the reverse, let π be a K2 path leading to ψ, there exists a K1 path π′

leading to the same state, obtained as in the previous proposition. We know that
some state s of π′ makes φ true, and if s is also in π then we are done. Otherwise
s is a state such that D is present and once again the only differences with the
previous state without D amount to D, A and B and because of the hypotheses
made for φ, φ was already true in the state without D, and thus φ is true in a
state of π. %&

5.3 Enriching Models

To go one step further, there is the need to encompass models written in different
formalisms and languages. The CMBSlib [23] web site4 has been created as an
open repository of computational models of biological systems, in order to:

– compare different models expressed in the same formalism,
– compare different formalisms and tools for a same model,
– cross-fertilize modeling experience and language issues between designers.

This library currently includes models of biological processes obtained from the
literature and by translation from KEGG maps or ODE models into different
formalisms. It is open to all contributions in any (ascii) format and in most
exotic formalisms.

6 Learning

6.1 Learning Reaction Rules from Temporal Properties

With such a simple syntax and semantics for describing reaction rules in Biocham,
it is possible to apply learning techniques to reaction rules discovery. We have
done some preliminary experiments using the inductive logic programming sys-
tem Progol [24] for the automatic discovery of missing Biocham reaction rules
in a simple model of the cell cycle with 10 variables, given a set of accessibility

4 http://contraintes.inria.fr/CMBSlib
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properties. The basic experiment consists in furnishing a set of examples of ac-
cessibility relations and a set of counterexamples, and letting the inductive logic
program search for a set of reaction rules satisfying the accessibility properties
of the system. In the first phase of validation of the learning technique, where
we are, the models we use are known models, from which we compute a set of
temporal properties, and remove one or more reaction rules to check whether
the missing rules can be recovered by learning from the temporal properties.

More generally, the basic idea is to specify the intended or observed temporal
properties of the system with CTL formulas, and apply learning techniques such
as inductive logic programming, in order to correct the model by suggesting to
add or modify Biocham rules in the model5.

6.2 Learning Patterns as Generalizations of Existing Rules

The same kind of learning techniques, namely inductive logic programming, can
also be applied to the search of generalizations of existing rules, or even of
appearing compounds, by the means of Biocham’s pattern language.

Since the patterns allow basically rules with variables and constraints on
these variables, it is quite straightforward to try and learn such patterns from
existing models. Here again the status is that of preliminary experiments, but
there is much hope in using this technique to complete partial models.

7 Related Work

High-throughput technologies addressing cell functions at a whole genome scale
are revolutionizing cell biology. The challenge of virtual cell projects is to map
molecular interactions within the cell, and to build virtual cell models predicting
the effects of a drug on a given cell.

Virtual cell environments, like for instance the Virtual Cell project [25] or
Cellerator [19], maintain a library of models of different parts of the cell, among
different living organisms. ODE models typically range from a tenth of variables
to 50 variables like in the Budding Yeast cell Cycle model of [26]. On the other
hand, qualitative models represented by interaction maps allow for the global
modeling of a large number of interacting subsystems.

A formal model of the Mammalian cell cycle control has been developed
in the ARC CPBIO [13, 10] after Kohn’s map [16]. This model transcribed in
Biocham involves 500 proteins and genes and 147 reaction rule patterns which
expand into 2733 reaction rule instances. Performance results of CTL querying
in this model are reported in [13]. Symbolic model checking techniques used
in Biocham are efficient enough to automatically evaluate CTL queries about
biochemical networks of several hundreds or thousands of rules and variables
[13, 14]. It is worth noting however that this is far below the size of digital circuits

5 We investigate this approach in the 6th PCRD EU project APRIL 2 ”Applications
of Probabilistic Inductive Logic Programming”, http://www.aprill.org.
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that the same model checking algorithms can treat. The reason for this discrep-
ancy in performance comes from the high level of non-determinism which results
from the competition between reaction rules and the soup aspect of biochemical
solutions.

The Pathway Logic of [4] is close to Biocham for the algebraic representation
of cell compounds and the representation of molecular interactions by rewriting
rules. However, the boolean abstraction used in Biocham and the state-of-the-
art symbolic model checker NuSMV permit the handling of potentially larger
models. The choice of CTL for expressing biological queries provides also more
expressiveness than LTL, which is used in Pathway Logic. Much can be gained
by exchanging Biocham and Pathway Logic models, cross-fertilizing our model-
ing experiences and comparing language issues in particular w.r.t. the pattern
language. The CMBSlib open repository [23] has been created for this purpose
as well as for comparison with very different formalisms.

Combining ODE models with purely qualitative models like current Biocham
models is an important issue for managing the complexity of concurrent inter-
acting models. This combination is under investigation within the framework of
non-deterministic hybrid systems.

8 Conclusion and Perspectives

Biocham is a free software6 for modeling biochemical processes and querying
these models in temporal logic. The largest example treated so far is a model of
the mammalian cell cycle control [13] after Kohn’s diagram [16]. Other models
have been imported from interaction maps available on the Web and ODE mod-
els. This shows the simplicity of the scheme and the flexibility of this approach.

Our first experiments for learning reaction rules from a partial model and
reachability properties of the system are encouraging. We are still in the phase
of validating the learning method based on Inductive Logic Programming. The
next phase will be, in collaboration with biologists, to try to apply learning
techniques to the discovery of new reaction rules.

Currently, Biocham is primarily oriented towards the qualitative modeling of
biochemical processes and the querying of the temporal properties of boolean
models. This approach can be generalized however to numerical models by rely-
ing on constraint-based model checking techniques [14]. In this extension, called
Biocham2, variables can denote real values expressing the concentrations of
molecules, and rules are extended with constraints to denote the relationship
between the old and the new values of the variables. In particular, biochem-
ical systems described by differential equations can be handled in this frame-
work using time discretization methods, and can be combined with boolean
models. The modeling power of such non-deterministic hybrid systems is under
investigation.

6 Biocham system can be downloaded from http://contraintes.inria.fr/BIOCHAM
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Abstract. For reusing model components, it is crucial to understand
what information is needed and how it should be presented. The central-
ity of abstraction being inherent in the modelling process distinguishes
model components from software components and makes their reuse even
more difficult. Objectives and assumptions which are often difficult to ex-
plicitate become an important aspect in describing model components.
Following the argumentation line of the Web Service ontology OWL-S,
we propose a set of metadata which is structured into profile, process
model, and grounding to describe model components. On the basis of
the specific model component Tryptophan Synthase, its metadata is re-
fined in XML. The reuse of the described model component is illustrated
by integrating it into a model of the Tryptophan operon.

1 Introduction

Modelling in general requires a lot of effort, thus the question how models can be
reused is a major research effort in modelling and simulation, e.g. [ , , , , ].
Particularly, the availability of software methods that support a modular design
of models and their widespread application has revitalised research on reusability
of models. Most of the work has concentrated on the technical interoperation
of simulation systems, e.g. [ ], or how to build simulation systems that support
a hierarchical, modular composition of models, e.g. [ , ]. However,progress on
developing model components that can be reused by third parties for different
objectives has been slow. One of the central reasons might be that capturing the
semantics of a model component in an unambiguous way has so far been elusive.

Much of the subsequent is based on the following assertion: A model is an
abstraction of a system to support some concrete objective. Thus, we follow the
definition of Minsky [ ] that“A Model (M) for a system (S) and an experiment
(E) is anything to which E can be applied in order to answer questions about S.”.
As Cellier [ ] points out, this defintion does not describe “models for systems”
per se. A model is always related to the tuple system and experiment. A model of
a system might therefore be valid for one experiment and invalid for another. In
consequence of this definition, it is very unlikely to derive a model being valid for
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all possible experiments, unless it is an identical copy of the system and thus no
longer a model. Modelling is a process of abstraction. It involves simplification
and omission of details. Which simplifications are permissible and what details
can be omitted, depends on simulation objectives. Therefore, all valid reuse must
take the objectives of developing this specific model component into account.

In the following, we will explore possibilities to capture the meaning of a
model component to support its reuse in Systems Biology. The paper will be
structured as follows. First we will explain the concept of model components and
take a look at related efforts in Computer Science. Afterwards, we will suggest
a set of metadata to describe the syntax and semantics of model components.
Within a modular, hierarchical model of the Tryptophan Synthase at cell level,
we will identify possible model components for reuse. An enzyme responsible for
the last reaction step of the Tryptophan synthesis will be singled out as a possible
candidate. We will fill in the metadata for the identified model component and
show the reuse of the model component in a different context. Afterwards, we
will conclude by discussing related work in modelling and simulation and in
Systems Biology.

2 Model Components

Model components and software components have much in common. Both are
units of independent deployment and third-party composition. They should come
with clear specifications of what they require and provide. A component should
be able to plug and play with other components [ ]. Software components offer
a service to an unknown environment. Thus, approaches developed to facilitate
the identification and discovery of suitable Web Services could possibly be ex-
ploited for our purpose. For example, the OWL-based Web Service ontology
OWL-S (Ontology Web Language for Services) supplies Web Service providers
with a core set of markup language constructs to describe the properties and
capabilities of their Web Services in an unambiguous, computer-intepretable way
[ ]. Based on the Resource Description Framework (RDF) expressing simple se-
mantic relations, DAML+OIL (DARPA1 Agent Markup Language, Ontology
Interface Layer) provides mechanisms for describing complex class and property
hierarchies. The Web Services classification OWL-S (formerly DAML-S) utilises
this framework to unambiguously classify software components in an ontology
while including semantic information. The broad aim is to build up a so-called
Semantic Web linking specifications of multiple distributed services together to
be used in many applications. Central issue of this approach is to provide a
precise description expressed in a formal language to support

– Automatic discovery,
– Automatic invocation,
– Automatic composition and
– Automatic monitoring of Web Services.

1 Defense Advanced Research Projects Agency

1
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To accomplish these goals, OWL-S is structured into three parts:

1. The service profile for advertising and discovering services. It answers the
question: What does the service require of the user(s) or other agents and
what does it provide for them?

2. The process model, which gives a detailed description of a service’s operation
and answers the question: How does it work?

3. The grounding, which provides details on how to interoperate with a service
via messages and answers the question: How is it used?

Although having much in common, model components also differ from soft-
ware components, because they always represent an abstraction of reality. The
problem of reusing model components thus seems to be even more difficult than
the reuse of software components. Due to different objectives in the modelling
process, alternative models of the same physical system may equally use different
abstractions. Explorative modelling, multi-resolution and multifaceted modelling
emphasise the importance of developing families of models and recognising the
existence of multiplicities of objectives andmodels as a fact of life [ , ]. Selecting
a model for reuse requires an understanding of its meaning, part of which refers
to its objectives, constraints as well as underlying assumptions. Those are diffi-
cult to capture, because they often are only implicitly included, and modellers
might not even be aware of many of them.

Components as “a self-contained, interoperable, reusable and replaceable unit
that encapsulates its internal structure and provides useful services to its environ-
ment through precisely defined interfaces” facilitate the development of models
by composition as could be shown in empirical studies [ ]. Thus, the number
of component-based approaches and component libraries offered by commercial
simulation systems is steadily increasing [ ]. However, component libraries have
so far been restricted to well established, highly specialised and well understood
application areas of modelling and simulation offering mostly low-level, prefabri-
cated components whose underlying assumptions and constraints are commonly
known. Improving model reuse for areas like Systems Biology requires a signifi-
cant development in several areas [ ]. This includes

– understanding what information is needed to support reuse and how it should
be presented,

– developing mechanisms to collect and record this information,
– understanding how to design for reuse,
– developing advanced search tools to locate model components and
– developing criteria to decide when model reuse is desirable.

In the following, we will focus on the questions: What information about
model components is needed to support reuse not only syntactically but also se-
mantically, and how can this information be represented? Finding answers seems
more tractable if the questions are restricted to a specific domain of interest, as
in our case the area of Systems Biology.
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3 Defining Metadata for Model Components

The information that we distinguished as crucial in describing a model compo-
nent will be stored in a set of metadata whose structure resembles OWL-S [ ]
and the description structure proposed in [ ].

The model component profile contains the information for advertising
and searching a model component. It should contain the overall application
domain, the name of the model component, the name of the entity or process
that it models, the objective of the model, a short textual description and the
simulation environment or simulation formalisms it has been designed for. In
Systems Biology, a link to general taxonomies like the gene ontology and the
enzyme ontology can be established by the corresponding indices. In [ ], the
validation, assumptions and the non-domain-dependent classification is included
in the profile. In contrast, we moved the former two into the “grounding” and
assigned the latter to the “process model”.

The component’s process model describes how the model component
works. It thus contains the non-domain-dependent classification of the model’s
type and a kind of abstract description of the internal processing. If a service is
described, the process model is used to specify the coordination strategies based
on which the service interacts with other services. Generally, there is typically no
interest to reveal the “internals” of software components or services. However, as
discussions among modellers showed [ ], knowledge about its internals increases
the trust into a model component.

The model component’s grounding contains the interface of a model
component. In some areas like embedded systems, models contain interfaces to
externally running software. This is hardly the case in Systems Biology. Any-
way, answering the question how a model component is used implies to answer
the question how it interacts with other models, and whether and how it in-
teracts with the user. Furthermore, before reusing a component, it needs to be
parametrised. How to use a model component is also restricted by the underlying
assumptions and constraints. They therefore have to be described as well.

4 Tryptophan Synthase — Selection of a Model
Component

The Tryptophan Synthase model proposed by [ ] has been developed in James
[ ], which supports modular, hierarchical modelling. Thousands of enzyme mod-
els are responsible for converting the incoming metabolites IGP, G3P, Indole
and Serine to their products including Tryptophan. Their inputs and outputs
are served by a single bulk solution model managing the current amount of freely
floating metabolites.

Figure 1 shows part of the GUI of James, which is currently under develop-
ment [ ]. In the upper left corner, the overall hierarchical structure of the model
is shown. In the lower left corner, the behavior of an α-subunit is specified as a
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Fig. 1. Screen shot showing the three different perspectives [ ]

statechart. At the right hand side, we see the structure of an enzyme with its
subunits and their interaction via a static channel.

When identifying model components being eligible for reuse, we face three
potential candidates: the population of enzymes, the bulk solution and single
enzymes. The bulk solution serves as an experimental frame to the thousands of
enzymes. Thus, candidates for reuse are either the population of homogeneous
enzymes or one single enzyme. This leads us to the problem of selecting a suitable
granularity of components to be stored in a reuse library. If components are at
too low a level, the modelling process resembles coding from scratch. If model
components are high-level aggregates, then their reuse is limited. Independent of
the application domain, the simulation system already offers specialised, coupled
model components that can be parametrised to contain an arbitrary number of
model components of certain classes interacting in a homogeneous manner. In
addition, the properties of the population are entirely specified by its members,
the single enzymes, which comprise two subunits, the α- and the β-subunit
interacting with each other via the static channel. Thus, from their complexity,
they seem to form suitable building blocks for models.

5 Metadata for the Model Component Tryptophan
Synthase

Based on the example of the Tryptophan Synthase, the metadata of this model
component, whose overall structure has been discussed in Sect. 3, will be refined

7
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and filled in an XML format. XML is widely used for storing and exchanging
models. For a general discussion see [ ]and for Systems Biology see Cell Markup
Language (CellML) [ ] and Systems Biology Markup Language (SBML) [ ]. In
addition, an XML specification will allow to exploit multimedia databases for
an efficient storage and retrieval of model components [ ].

The current name in the profile (Fig. 2) reflects the fact that several models
of Tryptophan Synthase might exist, which might vary referring to the model for-
malims used or with respect to the model’s abstraction level. For example, AAA
refers to the pathway, i.e. aromatic amino acid biosynthesis, Trp is a shortform
for the Tryptophan Synthase, Ecoli is the organism — as the properties of en-
zymes differ between different organisms. To keep the figure simple, the name of the

<profile>
<name>Enzyme.AAA.Trp.Ecoli.DEVS.Model_1</name>
<application_domain>Enzymology;Systems Biology</application_domain>
<domain_dependent_classification>

GO:0004834 ; EC:4.2.1.20
</domain_dependent_classification>
<text_description>

Tryptophan Synthase is an enzyme classified by the E.C. number:
EC 4.2.1.20. The described enzyme stems from the organism E.coli.
It produces Tryptophan and Glycerole-3-phosphate and
consumes Serine, Indole-glycerole-3-phosphate.
The model component is developed using the DEVS formalism.

</text_description>
<objective>
Analysing the static channeling effect; Analysing the behavior of
single enzymes.

</objective>
<responsible_persons>

<person function="developer">
<name>Daniela Degenring</name>
<e-mail>daniela.degenring@informatik.uni-rostock.de</e-mail>

</person>
</responsible_persons>
<simulation_environment>

<simulation_system>
<name>James</name>
<version type="direct_match">CoSA 1.0</version>
<subclass_of>

<name>DEVS-Simulators</name>
<information type="URI">

http://www.sce.carleton.ca/faculty/wainer/standard/
</information>

</subclass_of>
</simulation_system>
<platform>

<name>Java</name>
<version type="same_or_above">1.4.1_03</version>

</platform>
</simulation_environment>
<executable type="uri">

http://www.informatik.uni-rostock.de/~dd012/models/trpsynth.jar
</executable>
<references type="uri">

http://www.informatik.uni-rostock.de/~dd012/models/trpsynth.bib
</references>

</profile>

Fig. 2. The profile of the model component
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<process>
<modelling_and_simulation_classification>

<separated_model_and_simulation>yes</separated_model_and_simulation>
<model>

<class>Discrete-Event</class>
<formalism>DEVS</formalism>
<topology>Coupled model</topology>
<scale_of_variables>Qualitative</scale_of_variables>
<scale_of_variables>Semi-quantitative</scale_of_variables>
<type_of_events>Situation-triggered</type_of_events>
<type_of_events>Time-triggered</type_of_events>
<stochastics>

<applied>yes</applied>
<distribution>Exponential</distribution>

</stochastics>
<world_view>Process-based</world_view>
<world_view>Statecharts</world_view>

</model>
</modelling_and_simulation_classification>
<metamodel>

<type>Statechart</type>
<figure type="uri">

http://www.informatik.uni-rostock.de/~dd012/models/trpsynth/doc/chart
</figure>
<animation type="uri">

http://www.informatik.uni-rostock.de/~dd012/models/trpsynth/doc/chart.avi
</animation>

</metamodel>
<expected_effects_of_parameter_change>

<text>
Effects of changing tunnel-capacity see Degenring (2003)
For other effects see Anderson (1995)

</text>
</expected_effects_of_parameter_change>

</process>

Fig. 3. The process model of the model component

...
<xsd:element name="model">

<xsd:complexType>
<xsd:sequence>

<xsd:element name="class" minOccurs="1" maxOccurs="unbounded">
<xsd:simpleType>

<xsd:restriction base="xsd:string">
<xsd:enumeration value="Continuous"/>
<xsd:enumeration value="Discrete-event"/>
<xsd:enumeration value="Discrete-stepwise"/>

</xsd:restriction>
</xsd:simpleType>

</xsd:element>
...

</xsd:sequence>
</xsd:complexType>

</xsd:element>
...

Fig. 4. Exemplary XML Schema fragment for defining the type of model

model component is represented by a plain string of characters. However, to enable
an automatic model retrieval, a more structured way of defining the name’s con-
stituents is needed, e.g. by a hierarchy of XML tags. In the same way, the domain
dependent classification has to be refined, e.g. by using XML namespaces.

The model’s classification is part of the process model (Fig. 3). It refers to
the type of model, e.g. whether it is a continuous, discrete-event or discrete-
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<grounding>
<model_component_to_model_component>

<input type="materialistic" unit="1">IGP</input>
...
<input type="materialistic" unit="1">Serine</input>
<output type="materialistic" unit="1">Tryptophan</output>
...
<output type="materialistic" unit="1">Indole</output>
<output type="informational">Enzyme.dead</output>

</model_component_to_model_component>
<model_component_to_model_user>

<output type="model_state">Internal phase</output>
<output type="statistical">Tunnel occupation</output>

</model_component_to_model_user>
<invariant type="m_c_to_m_c">

<sbml xmlns="http://www.sbml.org/sbml/level1" level="1" version="1">
<model name="Tryptophan Synthesis">

<reaction name="IGP + Ser -> G3P + Trp">
<listOfReactants>

<specieReference specie="IGP" stoichiometry="1"/>
<specieReference specie="Ser" stoichiometry="1"/>

</listOfReactants>
<listOfProducts>

<specieReference specie="Trp" stoichiometry="1"/>
<specieReference specie="G3P" stoichiometry="1"/>

</listOfProducts>
</reaction>

</model>
</sbml>

</invariant>
<integration_with_other_models>

<text>
as part of a population within a multi-level, or micro
model for analysing purposes,
single enzyme combinations for education purposes

</text>
<documented_use_of_model_component>

<text>
Degenring (2003); Degenring (2004)

</text>
</integration_with_other_models>
.
.
.

Fig. 5. The interface specification as part of the grounding the model component

stepwise model. Again, the model-tag contains just a plain string of characters
to define the classification. In order to give an unambiguous description, it would
be desirable for simulationists to agree upon some common and precise terms to
identify and specify these properties (Fig. 4).

In the process model (Fig. 3), the tag metamodel refers to a metamodel, which
forms a model of the executable model component. The metamodel shall provide a
more abstract, often visual representation to the user, thus facilitating the under-
standing of a components’ potential dynamics. In James, if the model component
is sufficiently simple, it can directly be specified as a statechart and no further ab-
straction via a separate metamodel is needed. However, often the statechart will
form an abstraction and thus can be interpreted as a metamodel of the underly-
ing atomic model in James. In this context, statecharts are only one possibility to
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.

.

.
<parametrisation>

<parameter minValue="gt0" maxValue="not_yet_explored"
default="0.02222" unit="sec">

E-Ser_to_E~AA
</parameter>
...
<parameter minValue="gt0" maxValue="not_yet_explored"

default="0.001" unit="sec">
Ind-G3P-E*_to_Channel

</parameter>
<parameter minValue="gt0" maxValue="not_yet_explored"

default="150" unit="1">
IGP-E_to_IGP-E*_Speed-up

</parameter>
</parametrisation>

<underlying_assumptions>
<text>

The model deals with molecule numbers instead of concentrations.
Due to the transformation from a differential equation to a
stochastic
discrete-event model according to Gillespie (1976), more than 100
model components of this type should possibly be included for
analysing purposes.

</text>
</underlying_assumptions>
<validation>

<text>
Reproduction of original experimental and simulation results
Anderson (1995).
Additionally, the effect of the tunnel capacity was investigated
with plausible results Degenring (2003).
Ongoing work: implementation of the model into a Trp-operon model
according to Santillan (2001).

</text>
</validation>

</grounding>

Fig. 6. The parametrisation, assumptions, and validation as part of grounding the

model component

define a metamodel: e.g. live sequence charts, e.g.[ ], Petri Nets, e.g. [ ],graphs,
e.g. [ ],and even pseudocode are alternatives. Regarding the metamodel, it is im-
portant that it contains a declarative and easy to understand description of the
underlying model. However, what is easier to understand depends on the context
of the user. Alternative descriptions should therefore be included. Developing dif-
ferent metamodels of a single model component requires a lot of effort and has to
be balanced to the effort of directly inspecting its source code.

The main part of the grounding is concerned with the specification of the
interface (Fig. 5). Most inputs and outputs are of type materialistic which
means that they are not multiplied if they are sent to multiple addressees. In
contrast, information is a non-consumable ressource and thus can be multiplied.
Single molecules form the inputs and outputs of our model component. Between
those inputs and outputs of a model component, invariants are defined. In the
case of our enzyme, the mass conservation law holds between consumed and
produced species, which has been specified according to the SBML [ ] suggestion
for chemical reactions.
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Model components include a notion of time. In simulation, we typically distin-
guish between three types of time: the physical time, which refers to the time of the
modelled physical system; the simulation time, which refers to the representation
of the physical time within the simulation; and the wall-clock time, which refers
to the time that progresses during executing the simulation. In the above exam-
ple, one unit of simulation time corresponds to one second in physical time. The
model component gives a stochastic, discrete-event description of the behaviour
of an enzyme. Thus, methods to estimate parameters and to analyse the output
of stochastic, discrete-event simulation have to be considered. For a discussion of
implications of using stochastic simulations in Systems Biology see e.g. [ ].

6 Reuse of the Model Component

The major role of the Tryptophan Synthase lies in the enzyme cascade for the
production of Tryptophan. The Tryptophan Synthase is produced by transcrip-
tion and translation of the Tryptophan operon. The process of transcription
and translation is regulated by the amount of Tryptophan. So we could imag-
ine to combine our model component with other enzymes to capture the entire
aromatic amino-acid biosynthesis, or we could integrate it with a model of the
Tryptophan operon.

As Trp-enzyme catalyses the last reaction step in the Tryptophan synthesis,
the model component can be combined with other enzyme models, which prolif-
erate the substrates of the reaction, i.e. mainly the IGP Synthase or rather the
Serine Synthase, and corresponding enzymes. A coupling with enzymes, which
consume the built products, G3P and Tryptophan, like the G3P Dehydrogenase
catalysed reaction (EC 1.1.99.5) or the Trp-tRNA-synthesising enzyme, is also
possible and would direct the focus to their products. In addition, the products
of the Tryptophan model component can interact with other model components
as effectors. The inhibiting influence of Tryptophan onto the transcription of the
Trp-operon via the process of attenuation or gene repression is e.g. a known fact.
Since all metabolites participate at the same time in other reactions, no direct
coupling between various enzymes is proposed but an indirect interaction via a
model like our bulk solution might prove beneficial. The model of the bulk solu-
tion records the amount of available metabolites, enzymes, genes, and mRNA,
and calculates the frequency of collissions.

Whereas the above combinations act on more or less the same time scale ab-
straction, analysing the regeneration of the Trp Synthase requires to combine the
model component Trp Synthase with other models that describe the operon and
thus act at a different time scale. Here the model component Trp-operon pro-
duces the model component Trp Synthase during the process of transciption and
subsequent translation. This type of model requires that the simulation system
supports variable structure models, i.e. models that change their composition
and interaction during simulation as e.g. James does.

25
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We integrated several hundreds of the model component Tryptophan Syn-
thase into a model that describes the transcription dynamics of the Tryptophan
operon focussing on gene regulation and monitoring switch activities. First ex-
periments executed in James were able to reproduce the results documented
in [ ], which was no big surprise considering the description of the model com-
ponent Tryptophan Synthase. The model component Tryptophan Synthase had
been validated under similar assumptions, i.e. assuming comparatively high num-
bers of the Tryptophan model component, and the integration with the operon
has even been foreseen by the model component’s description. Dealing with dif-
ferent time scales is the virtue of discrete-event simulation, so no errors should
have been induced by the simulation engine. The only question was, whether a
simpler model of the enzyme would not have sufficed, as the role of the channel
was not the objective of the current simulation study. However, this question
has still to be explored. The integration of the current model component would
allow to test more sophisticated hypotheses about structural interdependencies
within the overall gene expression process. For example, if the objective had been
to test the hypothesis how a damaged gene affects the capacity of the channel,
the model component Tryptophan Synthase with its explicit subunits and the
channel would have appeared most suitable.

7 Related Work in Systems Biology

Major efforts in modelling and simulation are aimed at supporting the reuse of
models and entire simulations. The High Level Architechture (HLA)[ ] is a gen-
eral purpose architecture for simulation reuse and interoperability. Developed
under the leadership of the Defense Modelling and Simulation Office (DMSO),
it provides a standard means (IEEE 1516) for individual simulations or feder-
ates to interoperate in a federation since 1996. HLA is mostly concerned with
synchronising different simulations via the Run-Time Infrastructure (RTI) and
thus with the question of interoperation [ ]. However, for HLA to work, the
interoperable federates share a common Federation Object Model (FOM) docu-
ment that describes the types of information they are exchanging. This metadata
not only includes information needed for synchronisation and coordination by
the RTI software such as classes, attributes, and interactions, but also includes
descriptive information such as the objective and sponsor of the federation or
federate. HLA focuses on the concrete synchronisation of different simulation
systems rather than on the retrieval of models.

Other major research efforts are directed towards improving the exchange
of models between simulation systems in Systems Biology. Representatives are
the Systems Biology Markup Language (SBML) and the Cell Markup Language
(CellML) [ ]. Whereas SBML is meant to support basic biochemical network
models, CellML covers a more general field of application including electrophys-
iological and mechanical models as well as biochemical pathway models. Both
provide in addition to parameter definitions information about the equations of
the underlying biological processes such as reaction mechanisms. Those can be
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executed by simulation systems supporting an SBML or CellML interface. Thus,
a complete, unambiguous description of the model is required to enable these
different simulation systems to execute it.

Additionally, CellML also supports the assignment of metadata to facilitate
the reuse of model components by providing background information. Similarly
to our approach, e.g. information on the species is given by referring to estab-
lished ontologies and making use of the biological databases on the web. The
underlying assumptions are covered in the limitations and validation slots. The
type of model is characterised by referring to an ontology of mathematical prob-
lems as CellML and SBML focus on continuous system models.

In contrast, our approach is not restricted to the continuous realm. It there-
fore becomes important to explicitly represent what model formalism is used.
Whereas continuous models can typically be described by differential or math-
ematical equations, no such general exchange format does exist for models be-
longing to different modelling formalisms. To execute and thus eventually reuse
a model, a link to its specifation and simulation engine or its entire implementa-
tion is often unavoidable. Thus at this point, the reuse of general models reveals
a Web Service characteristic. Current efforts like multi-formalism modelling are
directed towards facilitating the reuse of models of different formalisms [ , ].
The idea is to provide a meta description of these formalisms. So in the future, it
might be possible to include the specifiation of the model and a meta description
of the formalism used.

8 Conclusion

The reuse of components promises to facilitate the design of models. We sug-
gested a set of metadata to describe model components and illustrated its use
with the model component Tryptophan Synthase. The overall structure of the
metadata was influenced by the ontology for Web Services OWL-S, whose fea-
tures profile, process model and grounding have been redefined in this context.
The metadata are structured to distinguish between information used for re-
trieving a component, i.e. profile, information about how the component works,
i.e. the process model, and the specification of its interface, i.e. grounding. As do
[ ], we believe that a key part of a model description must involve capturing the
objectives, assumptions and constraints under which the original models were
developed in a form that can be searched and analysed. Currently, our proposed
metadata contains still many text slots. For an advanced search that would be
able to identify model components of interest, for consistency checks to recognise
incompatibilities among model components, and to help determining the fidelity
of the entire model, the proposed metadata present only a first step.

Compared to approaches like SBML and CellML, our approach focuses on
the retrieval of components rather than on supporting the exchange of models
between simulation systems. Our long term goal is similar to that of OWL-
S: providing meta information about a model in a formal, rigorous manner to
support the automatic discovery and composition of model components. For

34 15

29
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the final execution of models, we will depend on efforts like SBML and CellML
or, as our approach is not restricted to a particular modelling and simulation
paradigm, on efforts like multi-formalism modelling and simulation.

As in the case of modelling in general, we are confronted with the problem
to provide as little information as needed but not less. Many modellers might
find the inspection of the source code more informative. Of course, this would
not allow to manage model component repositories in an effective and efficient
manner. Still the question is, whether researchers are likely to use and maintain
these repositories, and whether we now understand what information is needed
to support reuse of model components. The answer can not be given by us but
can only found in discussions with third-party users. Therefore, an integration
into efforts like CellML or SBML is mandatory.
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Abstract. We report on the specification and analysis of VICE, a hy-
pothetical cell with a genome as basic as possible. We used an enhanced
version of the π-calculus and a prototype running it to study the be-
haviour of VICE. The results of our experimentation in silico confirm
that our virtual cell “survives” in an optimal environment and shows a
behaviour similar to that of real prokaryotes.

1 Introduction

A main problem of contemporary biology is understanding the dynamics of genes
and proteins inside the cellular molecular machinery, when they give rise to a liv-
ing organism [15]. Unfortunately, nowadays there are no experimental techniques
able to track the dynamics of the complete metabolome of a cell. A promising
approach is to represent all the known relationships between the elements in a
metabolome in silico, so building up a sort of a virtual cell [11, 17].

The choice of the organism to model is crucial, because even simple biolog-
ical entities, like bacteria, have a complexity extremely high; their simulation
thus requires huge computational resources. Thus, we designed a hypothetical
organism, possessing a very basic genome. To do this, we refined a previous work
[19] that proposes a basic prokaryote genome by eliminating duplicated genes
and other redundancies from the smallest known bacterial genomes. We further
modified this proposal and we obtained a very basic prokaryote-like genome,
which only contains 180 different genes. We wrote the metabolic pathways for
this hypotetic organism, and we obtained a theoretical description its molecular
machinery. Our goal is to use this hypotetical genome to represent a whole living
organism, called VICE, which can be seen as a simplified prokaryote.

The contribution from the computer science side comes from the observation
that cell’s mechanisms and global computing applications are closely related [23].
Biological components and organisms can be seen as processes and as networks of
processes, respectively, while cell interactions are represented as communications
between processes [21, 24].

To describe VICE we chose a formalism typically used to specify the be-
haviour of networks of processes, following [3, 4, 5, 21, 23, 24, 22]. More precisely,
we adopted an enhanced operational semantics for the π-calculus [18, 4, 5] as a
simulation tool to handle the complexity of biological systems within a uniform
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framework. A computation of a network of processes representing a biological
cell can then be interpreted as the description of the combination of several
metabolic pathways, and graphically displayed. In this way, a biological system
is described through a formal language. Also, its dynamic behaviour is mechani-
cally extracted from the textual, mathematical, compositional description above.
The graphical representation of system behaviour shows then each step of the
reactions involved, at the level of abstraction chosen by the designer. Further-
more, a solid theory exists for the π-calculus, upon which techniques and tools
for mechanically analysing system behaviour have been built; all these can then
be profitably reused in the biological field.

An important feature of our non-conventional semantics is its capability of de-
scribing various aspects of systems orthogonally, among which qualitative ones,
like causal or locational relations between actions [5], or stochastic informa-
tion [2, 20]. Also, these aspects are computed mechanically. Indeed, we built an
iterpreter of the π-calculus based on the above semantics, and a small set of
prototypical analysis tools.

We exploited the tools mentioned above to study the behaviour of VICE in
interphase. Since we modelled a whole cell, we are able to study all its metabolic
pathways. In particular we tested that VICE is able to “survive” in a “normal”
environment with enough water and nutrients. Also, we found that its behavior
is similar to that of real prokaryotes acting in vivo under similar circumstancies,
at least for the environmental conditions investigated.

Further investigations to asses our proposal will certainly include the simu-
lation of the effects of perturbations induced on the metabolic network, like the
knocking down of a gene or the presence of enzyme inhibitors. These investiga-
tions are particularly important from a biological point of view; we stress that
they require the description of a whole cell, as we did, rather than that of some
of its metabolic pathways.

The next section intuitively presents the main features of our enhanced π-
calculus. Section 3 discusses the biological objects of VICE and the choices we
made to design it. In section 4 we report on the experiments made in silico and
on their interpretation in biological terms. Appendix A intuitively describes the
pathways of VICE modelled so far; Appendix B displayes the formal specification
of two pathways: Glycolysis and Glycolipid.

2 The Calculus

With the help of a biochemical example, we briefly show how to use the enhanced
π-calculus for modelling a biological cell. We shall use the enhanced reduction
semantics proposed in [4], that refines previous work on the SOS enhanced opera-
tional semantics by Degano and Priami [6]. It permits to express both qualitative
and quantitative aspects of process behaviour. In particular, here we extend the
proposal in [4] with stochastic information along the line of [2, 20].
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Fig. 1. A fragment of the Glycolysis Pathway

For the sake of readability, below we shall introduce the enhanced reduction
semantics in a manner as intuitive as possible. Therefore, we shall omit most of
the formal definitions (e.g. those of ≡ and � occurring in Table 1), and refer the
interested reader to [5] for a precise presentation, more details and explanations.

Consider the (portion of) Glycolysis shown in Fig. 1. For denoting metabolites
we use their IUPAC names, whereas for enzymes we use the code in [9], to which
we refer the reader. Here, we only recall that in Fig. 1 we used: (i) mg023
for fructose-bisphosphate aldolase, (ii) mg431 for phosphoglycerate mutase, (iii)
mg301 for glyceraldehyde 3-phosphate dehydrogenase, and (iv) mg050 for 2-
deoxyribose-5-phosphate aldolase. The Appendix B contains our specification
of the whole Glycolisys (and of other connected oxidation reactions) in the π-
calculus.

The metabolite β-D-fructose-1-6BP splits giving Dihydroxyacetone phosphate
and D-Glyceraldehyde 3-phosphate. In turn, Dihydroxyacetone phosphate, cat-
alyzed by the enzyme mg431, becomes D-Glyceraldehyde 3-phosphate. This
can behave in three different manners, becoming either the metabolite 1,3-
Bisphospho-D-glycerate via mg301, or dihydroxyacetone phosphate via mg431,
or 2-deoxyribose 5-phosphate via mg050.

We specify molecules as concurrent processes A1, . . . , An put in parallel, and
written as A1 | . . . | An. Each process can perform input/output actions on given
channels. The basic mechanism of communication allows processes to exchange
information, flowing from the sender to the receiver. The input/output actions
can be sequentially composed with the “.” operator. In turn, we use channels to
model catalyzing enzymes.

A reaction between two molecules catalyzed by an enzyme is then represented
by a communication. Of course, the molecules involved are modelled by two
processes that perform complementary input/output actions on the channel that
models the catalyzing enzyme.

β-D-Fructose
1,6-biphosphate

•

Dihydroxyacetone
phosphate

D-Glyceraldheyde
3-phosphate

2-deoxyribose
5-phosphate

1,3-Bisphospho
-D-glycerate

(mg023)

(mg301)

(mg431) (mg050)
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As an example, suppose to have the following two processes in parallel:
D-Glyceraldehyde 3-phosphate | Dihydroxyacetone phosphate. Assume that the
first molecule can behave as

mg023(x).β-D-Fructose 1,6bP

i.e. it can make an input from channelmg023and then produceβ-D-fructose-1-6bP;
similarly, assume that Dihydroxyacetone phosphate can output on the same
channel and then disappear, i.e. it is defined as

mg023〈a〉.
Then a communication is possible that models the reaction aldolase, producing
β-D-Fructose 1,6-bisphospathe; note that after the communication the residual
of Dihydroxyacetone phosphate is empty. Formally, we write this as the transi-
tion:
D-Glyceraldehyde 3-phosphate | Dihydroxyacetone phosphate

〈||0mg023(x),||1mg023〈a〉〉−→R

β-D-fructose-1-6bP | 0
understanding that a communication occurred, made by an input from the left
hand-side process (w.r.t. the | operator) and an output made by the right hand-
side process. The transition transforms the system at the left of the arrow to
that at its right (note that in this simple example there is no real exchange of
information from the sender and the receiver, but they only synchronize as the
dummy value a is never used afterwards).

Besides input/output actions, we also have (a family of) silent actions, de-
noted by τi. We use them to represent (composite) cell activities, the detail
of which we are not interested in. For readability, we shall always index silent
actions with the involved enzyme. For example,

β-D-fructose-1-6bP = τmg023. (Dihydroxyacetone phosphate |
D-Glyceraldehyde 3-phosphate)

represents that β-D-fructose-1-6bP spontaneausly splits in two molecules called
Dihydroxyacetone phosphate and D-Glyceraldehyde 3-phosphate, in presence of
the enzyme mg023.

Mutually exclusive behaviour of the same reactant is modelled by a non-
deterministic choice, denoted by +. For example, D-Glyceraldehyde 3-phosphate
(defined below) has either of the following four behaviour, according to which
enzymes is present: (i) execute a τmg301 becoming 1,3-Bisphospho-D-glycerate,
or (ii) execute a τmg431 becoming Dihydroxyacetone phosphate, or (iii) execute
a τmg050 becoming 2-Deoxyribose 5-phosphate, or (iv) interact with Dihydrox-
yacetone phosphate through the mg023 channel (see above for the definition of
D-Glyceraldehyde 3-phosphate).

D-Glyceraldehyde 3-phosphate = τmg301.1,3-Bisphospho-D-glycerate+

τmg431.Dihydroxyacetone phosphate+

τmg050.2-Deoxyribose-5Phosphate+

mg023(x).β-D-fructose-1-6bP

Dihydroxyacetone phosphate = τmg431.D-Glyceraldehyde 3-phosphate + mg023〈a〉
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Iteration of the same behaviour is specified through the definition of a process,
whose name occurs within the definition itself (constant definition). For example,
we can (abstractly) specify the aquisition/release of energy by the ATP/ADP
molecules as the following two mutually recursive constants:

ATP = τaq.ADP

ADP = τrl.ATP

where τaq and τrl model the exchange of energy (we omit here the involved
inorganic ortho-phosphate).

The basic difference between the standard π-calculus and the enhanced one
is the notion of address. Addresses, ranged over by ϑ, are sequences of ||0 and ||1,
and represent a unique identifier for the sequential processes of a whole process
(roughly speaking, those sub-process with an action or a summation as top-level
operator). As an example, we write below β-D-Fructose 1,6-bisphosphate with
the relevant addresses:

β-D-Fructose 1-6bP = τmg023. (||0Dihydroxyacetone phosphate |
||1D-Glyceraldehyde 3-phosphate)

Intuitively, the subprocess (and all its subprocesses, if any) that lays at the
right of the | have an address that begins with ||0; similarly those on the left
get addresses beginning with ||1; in this way one knows that a subprocess with
address ||0 comes from Dihydroxyacetone phosphate. The user is not required to
write addresses, as these are mechanically attached to the relevant processes.

We assume on processes the standard structural congruence ≡ and omit here
its definition. Intuitively, it permits to see the processes as floating in a solution;
among other properties, it considers thus A | B ≡ B | A (i.e. | is commutative)
and A | (B | C) ≡ (A | B) | C (i.e. | is associative).

The dynamics is specified by a labelled transition system: processes perform
transitions in sequence, giving rise to computations. As said, each transition mod-
els a biological reaction (or an abstraction of it, modelled as an internal move).
For example, consider the following system made of two copies of β-Fructose
1,6-bisphosphate (the initial state) and the following four transitions (leading to
the final state) of one of its computations (0 is the terminated process):

β-D-fructose 1-6bP | β-D-fructose 1-6bP
||0τmg023−→R

(D-Glyceraldehyd 3-phosphate | Dihydroxyacetone phosphate) | β-D-fructose 1-6bP
||1||1τmg301−→R

(1,3-Bisphospho-D-glycerate | Dihydroxyacetone phosphate) | β-D-fructose 1-6bP
||1τmg023−→R

(1,3-Bisphospho-D-glycerate | Dihydroxyacetone phosphate) |
(D-Glyceraldehyde 3-phosphate | Dihydroxyacetone phosphate)

〈||0||1mg023〈a〉,||1||0mg023(x)〉−→R

(1,3-Bisphospho-D-glycerate | 0) | (β-D-fructose 1-6bP | Dihydroxyacetone phosphate)
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Table 1. Non-interleaving reduction semantic

Com : (R + ϑ||iϑ0x(w).P )|(S + ϑ||1−iϑ1x〈y〉.Q)
ϑ〈||iϑ0x(w),||1−iϑ1x〈y〉〉−→R P{y/w}|Q

Par :
P

θ−→R P ′

P |Q θ−→R P ′|Q
Res :

P
θ−→R P ′

(νa) P
θ−→R (νa) P ′

Tau : ϑτ.P
ϑτ−→R P Struct :

Q ≡ P P
θ−→R P ′ P ′ ≡ Q′

Q
θ−→R Q′

Const :
P{y/x} θ−→R P ′

ϑX(y)
ϑθ−→R ϑ � P ′ X(x)

def
= P

A transition is obtained by applying the inference rules given in Table 1. In
this way we defined a so-called reduction semantics, which however differs from
the standard one because of the labels transitions carry. The labels record the
syntactic context in which actions took place, besides the actions themselves.
¿From these labels we can infer many aspects of a computation. Here we are
mainly interested in the stochastic one.

We briefly survey below how we derive stochastic information from process
computations, and we refer the reader to [20, 2] for a formal presentation. The
idea is to assign a “cost” to a transition by only looking at its label, and then
to derive stochastic measures via standard techniques. Here, for “cost” of a
transition we mean the probability of occurrence of the corresponding reaction.
This value is to be defined in agreement with some biological considerations that
we summarise below.

We used the constants KM of the “Michaelis-Menten” kinetics [13, 14] to
constructs reaction rates, so to link each transition to a measurable biological
parameter. Another aspect taken into account is related to the two classes of
reaction typical of metabolic pathways. When considering the mass-action ratio
r at the steady-state we either have:

– Near-equilibrium reactions, where r is close to the equilibrium constant, and
the rates of a reaction and of its reverse are close; or

– Non-equilibrium reactions, where rates of direct and reverse reactions greatly
differ.

Our choice reflects the control strength of the enzymes involved. This quanti-
fies the impact of the activity of an enzyme on the overall flux of a pathway: the
greater the control strength, the more perturbated is the flux when the enzyme
in inhibited [10, 12].

Intuitively we assign a cost to a π-calculus transition as follows. We consider
first the execution of an action π on a dedicated machine that has only to perform
π, and we estimate the corresponding rate r. Then, we take into account the
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syntactic context in which the action π will occur. Indeed, the context represents
the environment in which the corresponding reaction occurs. The actual cost of a
transition is finally given by a suitable combination of the estimate of the action
performed, of the quantities of the reactants involved, and of the effects due to
the operators of the context.

Now, from the transition system labelled with costs, we can derive a Con-
tinuous Time Markov Chain. In this way, the behaviour of a biological system,
specified as a(n enhanced) π-calculus process, is represented by a stochastic pro-
cess, which can be analysed with standard tools.

3 VICE: The VIrtual CEll

We chose the organism to model so to keep its genome as reduced as possible,
while maintaining it close to that of a real prokaryote. Also, we would like to
design a living organism. Our starting point has been the hypothetical Minimal-
Gene-Set (MGS) proposed in [19, 16], which has been obtained by eliminating
redundancies in known small bacterial genomes.

We performed a functional screening on MGS, manually searching for its basic
pathways, assuming it in an optimal environment for metabolites and physiolog-
ical conditions. In particular, the environment considered has enough essential
nutrients, and it is shaped to dilute or remove all the potentially toxic catabolites;
also competition and other stressing factors are completely banned. According
to our analysis, we further eliminated some genes. Also, we found that certain
critical steps were missing in pathways, and so we introduced two other genes
not originally contained in MGS.

In order to keep small the specification of VICE in the π-calculus, we made
a few further sligth simplifications. Typically, we grouped in a single entity all
the multi-enzymatic complexes, when acting as a single cluster.

Our virtual cell possesses the following main features:

– VICE relies on a complete glycolytic pathway for the oxydation of Glucose to
Pyruvate and reduced-NAD. Pyruvate is then converted to acetate which, be-
ing a catabolyte, can diffuse out of the cell. A transmembrane reduced-NAD
dehydrogenase complex catalyzes the oxydation of reduced-NAD; this reac-
tion is coupled with the synthesis of ATP through the ATP synthase/ATPase
transmembrane system. This set of reactions enables VICE to manage its en-
ergetic metabolism.

– VICE has a Pentose Phosphate Pathway, composed by enzymes leading to
the synthesis of Ribose Phosphate and 2-Deoxyribose Phosphate.

– For lipid metabolism, VICE has enzymes for glycerol-fatty acids condensa-
tion, but no pathways for fatty acid synthesis. So, these metabolites must
be taken from the outside.

– VICE has no pathways for amino acid synthesis and, therefore, we assume
all amino acids be present in the environment.

– Thymine is the only nucleotide VICE is able to synthesize de novo; the other
nucleotides are provided by “salvage pathways”.
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– VICE possesses a proper set of carriers for metabolites uptake:
• a Glycerol Uptake Facilitator Protein;
• a PtsG System for sugars uptake;
• an ACP carrier protein for fatty acids uptake;
• a broad specificity amino acids uptake ATPase; and
• broad specificity permeases for other essential metabolites uptake.

– VICE possesses the necessary enzymes for protein synthesis, including DNA-
transcription and translation. VICE possesses also the whole machinery nec-
essary for DNA synthesis.

– All the nucleotide biosyntethic pathways are present in our model, so VICEis
equipped with the means for cell reproduction; however, at the present stage
we have not designed these activity.

Some metabolites are considered to be ubiquitary, typically water, inorganic
phosphate, some metal ions, Nicotinammide. Their concentration in the external
or internal environment is supposed as constant and not significantly affected by
cellular metabolism.

Summing up, VICE can take metabolites from the external environment using
the set of permeases and ATPases specified above. Among the pathways of our
virtual cell, there is Glycolysis: glucose and fructose taken from the outside
are oxidized helding energy in the form of ATP and reduced-NAD. Pyruvate,
the last metabolite of conventional Glycolysis, becomes then acetate which, in
turn, diffuses out of the cell. VICE “imports” fatty acids, glycerole and some
other metabolites, e.g. Choline, and uses them for the synthesys of tryglicerides
and phospholipids; these are essential components of the plasma membrane.
Our virtual cell is also able to synthetize DNA, RNA and proteins; the needed
metabolites are mostly taken from the external environment or synthesized along
its own pathways (e.g., Thymine and Ribose).

4 Results

We briefly discuss below the adequacy and the results of our proposal. First, we
shall describe the experiments made in silico, and we shall then interpret their
outcome. The results suggest that VICE can “live” in an optimal environment
and that it mimicks some biological behaviour.

4.1 Biological Consistency

For the specification of VICE, we selected some basic metabolic pathways, follow-
ing the functional approach mentioned in Section 3. To confirm that our proposal
is safe, we checked that our virtual cell can use all the pathways choosed. This
means that VICE endowes sufficient components in its genome. We also made
sure that all these components are involved in some simulation runs, and so all
of them are necessary. We carried on these tests assuming that VICE acts in the
ideal environment discussed in Section 3. These experiments in silico have been
performed varying the following conditions:
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– the amount C of metabolites, in particular of Glucose 6-phosphate; this es-
timate of metabolite concentration is modelled by letting the computation
start from an initial process that has the specifications of VICE in parallel
with that of a fixed number of metabolites. We actually used 100, 200, 300
and 500 copies of Glucose 6-phosphate.

– the time interval of the observation T ; this is modelled by fixing the number
of transitions. Actually, we considered computations made of 20K, 30K and
40K transitions.

For each pair (C, T ), we run our interpreter and obtained a computation
ξ(C,T ). The time spent in each run ranges from a few seconds for C = 100 and
T = 20K to about three hours for C = 500 and T = 40K, on a 1.2 GHz
processor.

We then made an exhaustive search on the computations, and we found
that all the patways have been followed with almost the same probability. Also,
all the components of VICE result necessary, as they have been used during
some computations. Consequently, we confirm the safety of our hypothetical
prokaryote, or at least of its formal specification.

4.2 Interpretation of the Results

In order to check that VICE behaves more or less like a living organism, we
examined the initial and final state of each computation ξ(C,T ). It turns out
that these states differ because a certain amount of Glucose 6-phosphate has
been oxydized producing energy and other metabolites. This confirms that VICE

behaves like a “living” cell.
We also compared some aspects of the behaviour of VICE with that of real

prokaryotes acting in vivo in similar circumstancies [14]. In particular, we inves-
tigated the glycolytic pathway, on which the literature has a huge quantity of
biological data. A first analysis shows that the distribution of the metabolites
along the (various occurrences in the computations of the) glycolytic pathway
of VICE significantly matches with those of real organisms reported in the lit-
erature. To strengthen evidence of that, we suitably fixed the distribution of
metabolites in the initial state of each computation. This distribution is chosen
in accordance with the one exhibited by real prokaryotes when they stay in their
steady state. The experimental results do confirm the trend of VICE glycolysis
towards the real one. Recall that we assumed that the occurrence of a transition
corresponds to the production of a fixed quantity of a specific metabolite. In our
simulation, we assumed for example that the transition t:

β-D-fructose 1-6bP
||0τmg023−→R

D-Glyceraldehyd 3-phosphate | Dihydroxyacetone phosphate

produces 2 × 10−3 nMoles of D-Glyceraldehyd 3-phosphate and Dihydroxyace-
tone phosphate (of course, this transition can occour when theβ-D-fructose 1-6bP
is plugged in any context; see the computation in Sect. 2). Therefore, we can
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count the number n of occurrences of t within a selected computation to estimate
the amount of metabolites produced. Moreover, recall also that a transition de-
scribes the catalysis of a certain enzyme. In the transition t above, the enzyme is
the aldolase mg023. The number of times mg023 involved in a transition t along
the chosen computation is also n and it turns out to be proportional to the flow
rates through the reaction catalyzed.

Our experimental results and the real ones are in Figure 2. Part (a) dis-
playes the number of transitions through the various steps of VICE Glycolysis
(in arbitrary units). Part (b) shows the specific flow rates estimated in vivo in
prokaryotes, and measured in meq C

g of cells×h .

(a) (b)

1 mg111 5 mg300 9 compl. pyr. dehydrogenase
2 mg215 6 mg430 10 mg299
3 mg023 7 mg407 11 mg357
4 mg031 8 mg216

(c)

Fig. 2. The trend of VICE glycolysis (a) towards the real one (b). Table (c) shows the

correspondence between indexes on x-axis and enzymes. Their codes are in [9]

Other virtual cells have been proposed in different projects aimed at repre-
senting, understanding and testing metabolic networks of real organisms. Per-
haps the most known are:

– The metabolic network of a generic eukariote, implemented through E-CELL,
an open-source Web-available simulator and differential solver [11], and

– virtual E. coli, which has been studied in order to describe the genetic control
network and the metabolic fluxes of Escherichia Coli. This virtual cell is
mainly based on quantitative differential equation description of biochemical
reactions [1, 7, 8].

The above mentioned virtual cells do satisfy the minimal requirements (home-
ostasis and energetic balance) for a biological cell, just as it is the case for VICE.
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Also, the biochemical dynamics (roughly, the time course of metabolites con-
centrations along a pathway) of all the three virtual cells are consistent with
biochemical experimental data. Even though these virtual cells have been for-
malized in quite different approaches, their overall behaviour generally agree
with each other (and with the real behaviour).

We are confident that our approach can be further pushed to specify in the
(enhanced) π-calculus other aspects of real cells, in particular activities more
complex than the basic biochemical ones described here. In particular, we are
extending our tool in order to describe in silico complex interactions between
pathways. Hopefully, this could lead to detect new pathways, not experimentally
known, to be then confirmed in vitro.
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Appendix A

The whole metabolic machinery of VICE is composed both by complete biochem-
ical pathways, such as glycolysis, and by single-step reactions (e.g. reduced-NAD
oxidation). Belonging to a pathway or not, all these biochemical reactions are
interconnected to form a network, and should be seen as a single functional
unity. However, for the sake of readability, in the presentation below we ar-
bitrary choose to describe the metabolic network of VICE as subdivided into
functional groups.

Carbohydrate Oxidative Metabolism. The three pathways that form this
group constitute the energy sources for VICE. They mainly consist in oxidation
reactions to provide our virtual cell with the needed chemical energy stored
in some metabolites. These pathways have been designed on ancient and basic
bacterial metabolism, similar to that of Mycoplasma genitalium. Therefore, they
result less complex and efficient than their homologous in higher organisms, e.g.,
than the Krebs’ Cycle. Consequently, at the end of these pathways of VICE,
molecules are only partly oxidized; however, the energy production suffices for
all the other energy-consuming pathways. In more detail, the three pathways
are:

– Glycolysis, consisting of 8 steps. This pathway starts with glucose or fruc-
tose and ends with pyruvate; part of the chemical energy of sugars is con-
verted into ATP and reduced-NAD.

– Pyruvate Metabolism. Pyruvate generated by Glycolysis is further oxi-
dized, yielding reduced-NAD and acetate, which can diffuse out of the cell.
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– Reduced-NAD Oxidation and ATP Synthesis. Reduced-NAD is oxi-
dized by a transmembrane protein (mg275) yielding NAD and protons. This
reaction is coupled with the pumping of protons toward the cell exterior; an
ATPsynthase/ATPase transmembrane complex can perform ATP synthesis
using the potential energy of the proton pumping.

We shall present in Appendix B the formal specification of this group of
pathways.

Lipid Metabolism. This set of pathways leads to the synthesis of some glyc-
erolipids and glycerophospholipids, starting from exogenous complex
monomers (fatty acids, choline, glycerol). VICE only uses lipids for structural
purposes; indeed it has no pathways for fatty acid oxidation. Appendix B con-
tains the formal specification of this group of pathways, roughly described below.

Glycerol 3-phosphate represents the starting point of two different pathways:
one leading to the synthesis of triacilglycerols, and the other leading to the
synthesys of glycerophospholipids. Glycerol 3-phosphate, obtained by phospho-
rilating exogenous glycerol (imported via the Glycerol Uptake Facilitator Pro-
tein mg033), becomes phosphatidic acyd in a two-steps reaction patway, involv-
ing the Acyl Carrier Protein as acyl donor. Phosphatidic acyd can be further
converted in phosphatidylglycerol or phosphatidylethanolamine which, are glyc-
erophospholipids. Triacylglycerols derives from phosphatidic acyd after a two
steps reaction chain.

Nucleotide Metabolism. Like any basic bacteria, VICE has no pathways for de
novo synthesis of nucleotides. Therefore, we allow our virtual cell to syntethize ri-
bonucleotides (and, consequently deoxyribonucleotides), using the so-called ”sal-
vage pathway”, which starts from ribose-5-phosphate, ATP and nitrous bases;
ribose-5-phosphate is produced in the Penthose Phosphate Pathway (see below),
while nitrous bases are taken from outside, using a proper carrier. Instead, VICE

has no salvage pathway for thymidine triphosphate synthesis; this nucleotide is
then obtained starting from uridine monophosphate.
Protein Synthesis. VICE is not equipped for amino acids synthesis, but it can
synthesize proteins. The RNA-translation mechanism is designed as a process in
which the multimeric ribosomal complex is acting as a single unity.
DNA/RNA Synthesis. The synthesis of nucleic acids in a real biological cell
involves a large number of enzymes which act as a single physical unity, and
this is our choice for VICE. It uses RNA synthesis to drive subsequent protein
synthesis. Also, VICE can synthesize DNA, even though the cell replication has
not been designed yet.

Metabolite Uptake. VICE possesses all the necessary carriers to uptake the
different metabolites it needs, among which:

– PTS system, to uptake and simultaneously phosphorilate several sugars (at
this stage of design, VICE is only able to metabolize glucose and fructose);

– Glycerol Uptake Facilitator: a protein which uptakes glycerol, starting the
lipid metabolism;
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– ATP dependent transport system, for amino acids uptake;
– Nitrous bases transport system;
– Acyl Carrier Protein, for fatty acids uptake;
– Phosphate permease, Na+ATPase, cationic/metal ATPase, for the uptake

of phosphate, Na+ and cationic and metal ions, respectively.

Other Pathways. The following pathways are also needed:

– Penthose Phosphate Pathway. In VICE, this pathway is reduced to five
steps, and leads to the production of ribose-5-phosphate, used in the nu-
cleotide synthesis.

– Coenzyme synthesis. NAD and FAD are synthesized starting from
monomers taken from the external medium, using proper carriers.

Appendix B

Glycolysys pathway and pyruvate-to-acetate pathway

α-D-Glucose 6P = τmg111.β-D-Fructose 6P
β-D-Fructose 6P = τmg111.α-D-Glucose 6P + τmg215.β-D-Fructose 1-6bP
β-D-Fructose-1-6 bP = τmg215.β-D-Fructose 6P +

τmg023.(Dihydroxyacetone phosphate | D-Glyceraldehyde 3-phosphate)
Dihydroxyacetone phosphate = τmg431.D-Glyceraldehyde 3-phosphate +

mg023〈a〉
D-Glyceraldehyde 3-phosphate = τmg301.1,3-Bisphospho-D-glycerate +

τmg431.Dihydroxyacetone phosphate + τmg050.2-Deoxyribose 5P +
mg023(x).β-D-Fructose 1-6bP

1,3-Bisphospho-D-glycerate = τmg301.D-Glyceraldehyde 3-phosphate +
τmg300.3-Phospho-D-glycerate

3-Phospho-D-glycerate = τmg300.1,3-Bisphospho-D-glycerate +
τmg430.2-Phospho-D-glycerate

2-Phospho-D-glycerate = τmg430.3-Phospho-D-glycerate +
τmg407.Phosphoenolpyruvate

Phosphoenolpyruvate = τmg407.2-Phospho-D-glycerate + τmg216.Pyruvate
Pyruvate = τmg216.Phosphoenolpyruvate + τdehydrogenase.AcetylCoA
AcetylCoA = τdehydrogenase.Pyruvate + τmg299.Acetyl phosphate
Acetyl phosphate = τmg299.AcetylCoA + τmg357. Acetate

Lipid Metabolism

Glycerol extracellular = τmg033.Glycerol
Glycerol = τmg033.Glycerol extracellular + τmg038.Glycerol 3-phosphate
Glycerol 3-phosphate = τmg038.Glycerol + τacp.1-Acylglycerophosphate +

mg114〈a〉
1-Acylglycerophosphate = τacp1.Phosphatidic acyd
Phosphatidic acyd = mg437〈b〉 + τphosphatase.Diacylglycerol
CTP = mg437(x).CDP Diacylglycerol
CDP Diacylglycerol = mg114(x).(Phosphatidylglycerophosphate | CMP)
Phosphatidylglycerophosphate = τphosphatase.Phosphatidylglycerol
Diacylglycerol = τacp2.Triacylglycerol
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Abstract. There are three domains in living nature: archaea, bacteria
and eukarya. It has been shown, trough a number of multivariate tools,
that codon usage, a 64 dimensional vector that stablishes how often a
given organism makes use of each codon, is related to domain. Another
method is proposed here based in rule and tree induction from codon
usage of several organisms. It is shown that domain can be identified
trough codon usage and a simple set of rules. Two methods were applied,
CN2 and C4.5. Obtained rules describe data better than other methods,
in the sense that are topological interpretable and have phenomenological
meaning.

1 Introduction

Codon usage is the preference shown by organisms to use a certain synonymous
codon to code amino acids. 18 out of 20 amino acids are coded by more than
one synonymous codon and the fact some organisms (or genes) prefer a given
codon to code for a certain amino acid is known as codon bias [5].

Organisms may be tought of as points in 64−dimensional space, accordingly
to codon usage data. The distribution shown by them, thus, codon bias, has
been a subject of intense research in molecular biology. Codon bias has not
been explained. Several theories have been proposed but there is not a general
explanation for it [11, 8]. Each organism may be represented by its codon usage
vector, that contains the frequency per ten thousand of each codon.

Grantham used principal componet analysis in [3] to show that codon usage
is related to biological domain. Using a self-organizing map, more evidence has
been given to show that, in general, codon usage is related to biological domain,
with a few counterexamples of special organisms (like Th. Maritima and U.
Urealiticum ) that does not seem to follow the expected pattern [7].

A set of understandable rules that classifies properly a group of organisms
may be a better tool for molecular biologists to explain codon bias on domain
basis, because important variables (frequency of each codon) and its relationships
are explicitly settled. In this work, we obtain a set of rules that properly identifies
the domain an organism belongs to.

V. Danos and V. Schachter (Eds.): CMSB 2004, LNBI 3082, pp. 221–224, 2005.
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2 Methods

Rule and tree inference are part of an artificial intelligence field named machine
learning. They have been extensively applied in data analysis because they are
more transparent and easier to interpret than other methods, as for example,
trainned neural networks or a regression models [2]. The goal is to find a function
(here in form of rules) f that properly classify a set of examples X. For each
individual sample vector Xi, it is associated a label or class (domain in this
work), ci. Thus, f(Xi) = ci means that applying the set of rules f to Xi the
proper class will be identified.

Rule induction may be seen as a search problem: it finds a set of rules that
are coherent (no classification errors) and complete (all organisms are classified).
There are several algorithms for rule induction [1, 4], but the one applied here is
the so called CN2. For a detailed explanation of this algorithm, see [2].

The tree induction method applied in this work is C4.5, propossed by Quinlan
[9]. On it, a set of decisions is found so that each partition maximizes a gain
criteria, based on information content. At every step, the variable that maximizes
information (the number of objects correctly identified) is chosen.

3 Results

Rules obtained by applying CN2 to codon usage vector, obtained from the
Kazusa data bank [6] of 159 organisms (most of them completely sequenced)
are shown in table 1. There are 28 archaea, 68 bacteria and 63 eukarya. Codons

Table 1. Rules obtaided by CN2. Numbers bewteen squared brackets identify the

number of organisms that satisfies conditions in the rule and belongs to domain archaea

(first), bacteria (second) and eukarya (third)

IF UUU<0.42 and CUU<0.25 and CGU<0.02 THEN domain=archaea [13 0 0]
IF UAC>0.18 and CUC>0.35 THEN domain = archaea [7 0 0]
IF UUU<0.27 and CUG<0.29 and AGG>0.16 THEN domain=archaea [12 0 0]

IF UUU>0.18 and CAA>0.28 THEN domain = bacteria [0 22 0]
IF UAC<0.21 and GCC>0.50 THEN domain = bacteria [0 18 0]
IF CCA>0.12 and AAC<0.14 THEN domain = bacteria [0 10 0]
IF UUU>0.11 and CCA<0.09 and GGG<0.15 THEN domain = bacteria [0 13 0]
IF UGU<0.07 and CGU>0.13 THEN domains = bacteria [0 22 0]
IF 0.11<UUC<0.13 THEN domain = bacteria [0 6 0]

IF UCC>0.04 and UGC>0.1 THEN domain = eukarya [0 0 36]
IF UCA>0.15 and CCA>0.19 THEN domain = eukarya [0 0 13]
IF UUC>0.10 and UCU>0.19 and CCA> 0.10 THEN domain = eukarya [0 0 12]
IF AAC>0.77 THEN domain = eukarya [0 0 2]
IF UCC>0.2 THEN domain = eukarya [0 0 6]
IF UUG>0.19 and CGA>0.09 THEN domain = eukarya [0 0 3]
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<0.026

Archaea

>0.026

UGU
<0.083

Bacteria

>0.083

AUC
<0.133 >0.133

Eukarya Bacteria

CAU

CCA
<0.174

AGG<0.089

UGC
>0.103

Eukarya

CAA
>0.173

Eukarya

<0.173

AUA
<0.099

UUC
<0.292 >0.292

Eukarya Bacteria

>0.099

GAA
<0.547 >0.547

Archaea Bacteria

CGA
<0.023 >0.023

Archaea Eukarya

<0.103

>0.089

Fig. 1. Tree obtained by C4.5

are represented by its nucleotide sequence, such as AGG, meaning Adenine fol-
lowed by Guanine followed by Guanine.

There are 18 rules and no classification errors were found. 22 codons, coding
for 12 amino acids, were required to classify organisms by CN2 and, as is common
in that algorithm [2], some examples are included in more than one rule.

The tree obtained by C4.5 for the same organisms is shown in Figure 1. In this
tree, only 11 codons, coding for 9 amino acids, were required. There are, however,
six misclassified organisms (3.8% error): three archaeas: Archaeoglobus profun-
dus, identified as an eukarya, and Methanococcus voltae and Methanosarcina
mazei, both identified as bacterias. Two eukaryas were misclassified: Ostrinia
nubilalis and Fusarium sporotrichioides, both identified as bacteria. The only
misclassified bacteria was Buchnera aphidicola, identified as eukarya. The rules
obtained by CN2 and the tree obtained by C4.5 are more evidence to show that
codon bias is related to biological domain. This was already known [3, 10], but
what we do here is to give basis of explanation of that fact, because the rules
and tree are interpretable information.

4 Conclusions

Analysis of biological data in a structured way is easier than doing so for data in
form of tables or even in bidimensional maps, as those obtained by multivariate
analysis. Here, we applied two formal methods to obtain structure in data for
the problem of codon bias. More evidence that codon bias is affected by domains
is given, but the difference is that we show a set of rules and an identification
tree that may be intrepreted by specialists to explain it with more basis and
with readable information. The applied methods were CN2 and C4.5.

For biologists, it may be of interest to find a pattern in codon bias dictated by
domain. It is easier to look for that pattern if information is expressed in form
of rules instead of looking at a graph, mainly because the variables (codons)
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appearing in the relations (the rules) could be interpreted on the light of the
studied phenomena (codon bias).

The fact that not all codons are important for domain identification reduce
the space of possible explanations. Organisms in codon usage space are not ran-
domly distributed, but biased by biological domain. An explanation based only
in those codons that differentiate among domains could be given, by analysing
the frequency of use of those codons as well as relationships among them, such
that reflects the evolutionary history of life, from the perspective of codon usage.
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Abstract. We propose black box checking as a framework for analyz-
ing biochemical networks. Black box checking was originally introduced
by Peled, Yannakakis and Vardi in the context of formal verification of
concurrent systems as a strategy that combines model checking and test-
ing, as two main techniques in that area. Based on the natural analogy
between biochemical networks and concurrent systems we argue that
black box checking can be used to design and perform experiments in
a systematic manner, and also to learn about the network underlying
mechanisms. We also discuss potential applications with emphasis on
forward engineering of biochemical networks.

1 Introduction

Analysis of different kind of biochemical networks is one of the main challenges of
Bioinformatics today. One of the main problems in this task is the combinatorial
explosion which occurs as a consequence of the networks complexity. In this paper
we suggest a framework to tackle this problem. The framework can also be useful
in designing experiments in a more efficient way, as well as understanding the
network underlying mechanisms.

There exists a natural analogy between metabolic networks and (concurrent)
systems with unknown structure. Both can be considered as black boxes with
an unknown internal working about which we want to check some property, i.e.,
verify some hypothesis about their behavior. Thus, in this work we propose to
use a paradigm called Black box checking as a framework for analysis of genetic
regulatory networks.

Black box checking was originally introduced by Peled, Yannakakis and Vardi
[11, 10] as a strategy that combines two mainstream approaches for increasing
the quality of software and hardware systems: model checking and testing. In
model checking one checks the property against a system model by exhaustive
exploration of the state space, i.e., all possible model behaviors. On the other
hand, testing is used to check if a given model of the system conforms with
the system implementation. This is done by covering only part of the possible
system execution sequences. Black box combines these two approaches plus An-
gluin’s algorithm for machine learning [1] in order to test whether the system
implementation with unknown structure satisfies some given property.
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In the literature there are several attempts to apply either model checking
(e.g. [2, 6]) or machine learning (e.g. [5, 14]) separately to problems related to
biological processes. To the best of our knowledge there are no previous publi-
cations that combine these two approaches, and in particular that apply Black
box checking, in a biological context.

2 Preliminaries

Here we give only a brief informal overview of model checking and testing – the
two cornerstones of the Black box checking framework. We also discuss modal
logics that are used to formally specify the property of the system which we
want to check. See for instance [8] for the formal definitions.

2.1 Transition Systems

We use Black box checking to check properties of a system that can be rep-
resented as a finite transition system. A finite transition system is a tuple
S = (Q, q̂, A, δ) where Q is a finite set of states, q̂ ∈ Q is the initial state,
A is a finite set of actions and δ : Q × A → Q is a partial transition function.
The set A models the inputs, i.e., the “interface buttons” of the black box. An
action a ∈ A is enabled from a given state q ∈ Q, if δ(q, a) is defined, i.e., there
exists q′ ∈ Q such that q′ = δ(q, a). The intuition is that with the transition de-
fined with δ(q, a) the system S passes from state q to q′ by executing the action
a. An execution sequence a1a2 . . . an is enabled from q ∈ Q if there exists a cor-
responding sequence of states q0q1 . . . qn such that for 1 ≤ i ≤ n, qi = δ(qi−1, ai),
i.e, the actions are enabled in each of the corresponding states.

2.2 LTL, Model Checking and Conformance Testing

We assume that the properties we want to check about biochemical networks, i.e.,
the black boxes, are formalized using the Linear Temporal Logic (LTL). Linear
Temporal Logic is interpreted on infinite execution sequences of the transition
systems and allows us to express various properties on concurrent systems. For
instance, the fact that some action of the transition system is always eventually
executed, or that the system always stabilizes (stays forever) in some given state.

Roughly speaking, model checking is an automated technique that, given
a model of the system and some property, checks whether the model satisfies
the property. Compared to the other (semi)automated formal techniques (for
instance, deductive methods, like theorem provers) model checking is relatively
easy to use. The specification of the model is very similar to programming and as
such it does not require much additional expertise from the user. The verification
procedure is completely automated and often takes only several minutes. Another
important advantage of the method is that, if the verification fails, the possible
erroneous behavior of the system can be reproduced. This significantly facilitates
the location and correction of the errors.
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Unlike model checking which is applied to the model of the system, (confor-
mance) testing is performed on the system implementation. Also, in conformance
testing we do not try to cover all execution sequences of the implementation.
Instead, most of the time we are satisfied with checking some subset of sequences
which are good representatives, i.e., they ensure a “satisfactory coverage” of the
system executions that increases our confidence that the implementation satisfies
given properties (conforms to the model).

2.3 Black Box Checking

The Black box checking strategy is a modification of Angluin’s algorithm for ma-
chine learning [1]. Again here we give only a brief overview of the main concepts
and ideas. The reader is referred to [11, 10] for more details.

We use Angluin’s algorithm to learn the structure of the system, i.e., build a
model in an incremental way. In its basic form the algorithm starts with a trivial
model which is an empty transition system. Based on the answers of an oracle
who provides executions (counterexamples) that distinguish the model from the
actual implementation, better approximations, i.e., models, of the actual system
are built iteratively. The role of the oracle is played by a conformance testing
of the model against the implementation. (This black box testing is done under
the assumption that we know the maximal number of states of the system im-
plementation (black box) as well as the actions that can be performed by the
implementation - i.e., the different box interface keys that can be pressed.)

A straightforward solution to the conformance testing would be to use the
Vasilevskii-Chow algorithm [15, 7] which is standard for such tasks. Unfortu-
nately this algorithm is computationally expensive (exponential in the number
of states). So, the crucial idea of the Black box checking is to avoid using the
Vasilevskii-Chow algorithm as much as possible and to replace it with model
checking applied on the current model of the system. This is possible in the cases
when the model checking algorithm finds a counterexample in the model which
is not a counterexample in the actual implementation. This counterexample dis-
tinguishes the implementation from the model and can be used as a feedback (or-
acle’s answer) to the Angluin algorithm in order to get a better approximation.

Thus, assuming that we have a model M , we proceed roughly in the following
way. We model check M . In case we find a violation of the property, this means
that a counter example σ is generated which is an execution sequence in M .
We check if σ is also an execution sequence of the actual system S. If this is
the case we are done, because this means that S does not satisfy the property.
However, if σ is not an execution sequence of S, then its smallest prefix σ′ which
is not accepted by S is used to distinguish between M and S - in a similar
way as the counterexample from the conformance testing (i.e., the Vasilevskii-
Chow algorithm) was used above. If the model checking does not provide a
counterexample (meaning that the property is satisfied in the model), then we
have to apply the Vasilevskii-Chow algorithm.

There are several possible variations of Black box checking that could be
useful in practice, like starting from a non-trivial initial model (non-empty tran-
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sition system), or removing the assumption of a known maximal number of states
in the implementation (see [10]).

3 Black Box Checking in the Context of Biochemical
Networks

It was already emphasized that there is a natural analogy between biochemical
networks and (concurrent) systems with an unknown structure. Both can be
considered as a black box with unknown internal working about which we want
to check some property, i.e., verify some hypothesis about their behavior.

We assume that we have a model of the analyzed network to which the
Black box checking technique can be applied. This usually means that the model
is executable, i.e., it is amenable to simulation, testing and model checking.
Recently this kind of models are becoming increasingly popular (e.g. [13, 2, 6]).

The crucial question is what are the actions of the biochemical network - the
“interface buttons” of the black box - that we are going to observe and how is
the actual testing of the black box performed. There is a wide variety of options
depending on the concrete type of biochemical networks that are treated, as well
as the models that are used.

For example, let us consider a signal transducing network - like the RTK
MAPK pathway from [13]. We can choose the proteins which are involved in the
reaction and whose concentration (presence/absence) can be measured during
the experiments as observable signals. Suppose that the model checking step
of the Black box strategy has generated a counterexample which is the action
sequence a0a1 . . . an. We have to check if this sequence is indeed produced by
the cell. We can do this by simple observation if indeed the sequence of sig-
nals/proteins occurs. The “pressing of the interface button” here amounts to
measuring the concentration of the particular pathway products/signals ai. In
the same way one can check the test sequences produced by Vasilevskii-Chow al-
gorithm, for the cases when the model checking phase does not produce counter-
examples.

This approach of pure observation is adequate if the biochemical network
is left to itself, i.e., it does not involve external perturbations (for instance by
human intervention.) However, one can predict that in potential applications one
would like to interact with the network. For instance in disease treatment one
could try to recover the normal behavior of the network by applying corrective
signals. Another situation when one will have to deal with an interactive network
is the forward engineering of biochemical networks that we discuss below in the
application section in more detail.

In those cases apparently a more interactive testing is needed. One possibility
is to consider as an action ai the pair of signals (Ri, Pi) of the network. We choose
Ri, Pi such that Pi (product) is a result of the application of the reactant Ri

(which possibly interacts with some other compounds in order to produce Pi).
We say that ai is executed by the “black box”, if after applying Ri we get Pi as
a product.
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By analogous reasoning one can identify the actions and develop a testing
methodology for other types of biochemical networks like genetic networks –
which could be modeled as Boolean networks (e.g. [4]) – or metabolic pathways.

3.1 Potential Applications of the Black Box Checking Framework

Currently, probably the most realistic application of the Black box checking could
be to generate sets of action sequences (experiments) that can be applied in a
systematic way in order to deduce the network mechanisms. This can potentially
shorten the time needed for the experiments and lower the costs.

Perhaps it would not be too futuristic to imagine fully automated laboratories
for analyzing the properties of networks. The black box testing phase - working
with the biochemical network - can be done purely by machines without any
human involvement during the application of the Black box checking strategy.

One can expect that the main problem would still be the combinatorial explo-
sion. However, it is hoped that with the constant improvement of the hardware
performance and the model checking and testing algorithms one can make the
approach feasible also for networks with significant complexity.

We predict an indispensable role of fully- or semi-automated techniques in
so called forward engineering of biochemical networks. Rather than understand-
ing of the existing natural networks by reverse engineering, the goal of forward
engineering is to design in vivo networks that would perform certain tasks. This
approach has been successfully applied in several cases (see [12] for an overview).
Obviously forward engineering is much closer to the original domain of appli-
cation of Black box checking – there is a full analogy between designing hard-
ware/software artifacts and biochemical networks. Provided that we have an
executable design (model) the forward engineered networks can be simulated,
tested, or model checked in a classical way.

Forward engineering advocates that one can learn the functioning of the
networks not only by observation and deduction, but also by trial and error. Once
one understands the basic design principles one can postulate the underlying
mechanism of the network [12]. This should happen after a limited number of
experiments and Black box checking could help in reducing this number.

4 Conclusions and Future Work

The main aim of this paper is to bring to the attention of the system biology
community the Black box checking strategy as a possible framework for the anal-
ysis biochemical networks. Because of the complexity of the biological networks
Black box checking seems to be a nice compromise between the formality and
the feasibility of the analysis. We discussed how different biological networks can
be fitted into the theory and prospective applications.

As this is to a great extent still a work in progress, the first task would
be to automate as much as possible the Black Box checking strategy in the
context of biochemical networks. This would be definitely needed if one wants to
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test further the feasibility of the approach in practice. (We experimented with
some small models, like the RTK MAPK signal transduction pathway from [13],
using the model checker Spin [9]. In these experiments only the model checking
part was automated, while the learning algorithms were applied manually, which
becomes too time consuming even for very small examples.) Naturally, the fully
automated approach should be tested on real world case studies.

One can try to extend Black box checking to more quantitative models like
timed or hybrid automata. A stepping stone in that direction could serve the
work of [3]. Finally, the Black box checking approach can be used beyond bio-
chemical networks - in fact for any biological system that can be modeled as a
finite transition system.
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Abstract. We present CMBSlib, a library of Computational Models
of Biological Systems. It is aimed at providing a list of test problems
for formalisms, modeling issues and implementation issues in systems
biology.

The main motivation for CMBSlib is to stimulate research on the
formal modeling of biological systems, by facilitating the exchange of
formal models between researchers, and by providing a forum of com-
parison and validation of not only models, but also modeling formalisms
and implementations.

Unlike a standardization effort, CMBSlib welcomes the most exotic
formalisms and models provided they attack the modeling of well docu-
mented biological systems. Models of biological systems written in any
referenced formalism can be submitted to CMBSlib. No special format
or standard is required.

We discuss the advantages of and problems encountered in building
such a library, give an example of typical entry in the library, and most of
all we invite the community to become active contributors to CMBSlib.

1 Introduction

As the first CMSB workshop proved, modeling for Systems Biology is an im-
portant new task for computer scientists, mathematicians and biologists; and to
quote the Call For Papers of this second edition:

As the field matures, it is becoming increasingly obvious that there is
probably no ’one-size fits all’ formal language for molecular biology, but
rather several meddling paradigms, each with its strengths and weak-
nesses relatively to specific analytical goals.

It therefore seems that the need to compare all these formal languages, and their
corresponding analytical capabilities, is also increasing.

On the other hand, most of the modeling work done around systems biology
is quite difficult to transfer since lots of articles mentioning new models only
describe the resulting analyses (usually a simulation plot) and the biological
lessons learned from it. The models themselves often lack proper publication.

V. Danos and V. Schachter (Eds.): CMSB 2004, LNBI 3082, pp. 231–235, 2005.
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We thus advocate the need for a general framework allowing to compare:

– on the one hand, different formalisms, associated tools, resulting analyses;
– on the other hand, different models of the same or related biological systems.

CMBSlib aims at becoming such a framework, and provides at the same time
a global facility to store and publish models. This is in contrast to the already
existing model repositories, like that of the SBML-capable tool, Cellerator [1]
for instance. All model repositories are indeed oriented towards one single for-
malism, whether ODEs, petri-nets or process calculi [2], while CMBSlib aims at
confronting various formalisms useful for Systems Biology. Furthermore, existing
repositories maintain one single model of a given biological system in a given
organism, there is thus no facility for comparing different models of the same
biological system.

There are also attempts at unifying the current mass of languages, such
as that of the BioPAX group1 for sharing pathway information, and if such
unification succeeds we would be very happy; but until then, it seems necessary to
allow the use of different formalisms, description languages and tools. CMBSlib
was designed for that purpose in the framework of the ARC CPBIO [3] whose
more general aim is to study new languages suited to Systems Biology.

One should also remark that the creation of analogous libraries in other do-
mains of computer science has usually resulted in a big progress in comprehension
of the issues involved. These repositories are mostly benchmarking libraries, but
our constraint programming origin made us aware of CSPlib [4], a library of
constraint satisfaction problems, where “representation” is also a determining
factor. That existing library was an important source of inspiration for building
CMBSlib.

2 Comparing Formalisms

As made clear above, there are currently many formalisms used for modeling
biological systems, and it is much too early to throw away all but one.

There is however currently no existing repository trying to encompass many
formalisms in order to allow the user to choose the one the most appropriate to
what he wants to do with the corresponding model.

Moreover, many models were often built about one given biological system,
or even similar systems, but they usually are kept separate because they are
expressed using different formalisms or description languages. This separation
makes it impossible to benefit in one of those models from the enrichments
brought to another one; it also impeaches any meaningful comparison.

All these barriers not only impact the users of the models, since they do
not know about the real reasons to choose one or another formalism, and do not
benefit from cross-improvement of the existing models, they also have a negative
effect on the designers of formalism who need to build test-cases and showcases

1 http://www.biopax.org
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from scratch and have no facility for confronting their design choices to features
found useful in other formalisms from different sources.

3 Submission Guidelines

To help users submit models to the library, we provide some simple guidelines,
implemented as an HTML form on CMBSlib’s home page2:

The aim of the library is to become a useful resource for all researchers on
formal methods in systems biology. We thus welcome the submission of any
formal model of biological system: to submit a new model, one has only to fill-in
the submission form on the CMBSlib web site.

The models are classified in CMBSlib by the biological system they refer to.
We therefore specify all biological systems in CMBSlib using natural language
and reference to survey papers in Biology.

CMBSlib may contain different models of the same biological system, either
in different formalisms or even in the same formalism. No standard format or
language is required.

As we want to help people compare their work in CMBSlib with minimum
effort, we encourage users of the library to send us the URL of any tools that
might be useful to others (e.g. parsers for data files, simulators, analyzers, trans-
lators, ...). All such code is placed in the library through the generosity of the
authors, and comes with all the usual disclaimers.

To make comparison with previous work easier, links to articles that use these
models are provided. References to articles using models of CMBSlib are thus
solicited, in order to be added to the references section of CMBSlib.

Finally, to make it easy to compare new models with others, a record of
results (simulation plots, query results, etc.) will be provided. To help us keep
these records up-to-date, users are encouraged to send in their latest results.

4 An Example

To get an idea of what information gets stored in the library, let us take an
example, that of the “Mammalian cell cycle control”.

4.1 Specification

To define what this is about we first need a specification of the system: this
usually takes the form of a few natural language sentences describing the system.
For instance:

“A model of the known interactions of the mammalian cell cycle regulatory
network at the molecular level.”

2 http://contraintes.inria.fr/CMBSlib/
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4.2 References

The informal specification should always for clarity be accompanied by some
references to the relevant literature, in the present case the survey paper:

“Kurt K. Kohn, Molecular Interaction Map of the Mammalian Cell Cy-
cle Control and DNA Repair Systems. Molecular Biology of the Cell, Vol. 10,
pp.2703-2734, August 1999.”

Whenever possible links to databases such as PubMed3 or PNAS Online4

should be included, or if copyrights allow it, links to an electronic version of the
article hosted (or mirrored) in the library.

4.3 Models and Analyses

Next, one can try and provide some models of that system in different for-
malisms, like κ0 [5] and BIOCHAM [6, 7], two transition based formalisms. Then
one can show what type of analyses are possible with each formalism and tool,
what part of the model is correctly captured and what should still be improved.
BIOCHAM for instance allows for some model-checking of CTL properties of
the defined model.

It is interesting however to note that there are other models coming from
the same survey of K. Kohn [8], like one using Pathway Logic [9] which uses the
formal tools of Maude5 for analysis purposes.

Those different models each improved on the original Kohn map by elucidat-
ing unclear zones while formalizing the model, some also benefited from later
improvements using the literature, it would thus be very fruitful for all of them
to compare the results and correct/combine what needs so.

The same can be said of most KEGG [10] maps, which have been completed
and corrected by different people a number of times, but since each of those
corrections resulted in a model in a different language, they were usually never
compared, nor reused.

The comparisons might be in some cases limited to some informal reason-
ing about the analyses obtained on different models, and in the first phase of
CMBSlib’s life this type of exchange will probably be the most natural, and we
believe already very fruitful. However in most cases some concrete guidelines
can be elaborated for comparison, and the CMBSlib team will strive for such a
result, with the help of the contributing modelers.

5 Conclusion

The existence of the CMSB conference and of its community already shows the
need for a platform for sharing and comparing models and formalisms.

3 http://www.ncbi.nlm.nih.gov/entrez/
4 http://www.pnas.org/
5 http://maude.csl.sri.com
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CMBSlib aims at becoming such a forum of exchange about models and for-
malisms, by providing tools like a model repository, a mailing-list, translators,
etc. It should also stimulate research on the comparison of different formalisms
for expressing and analyzing a single model, and of different models for repre-
senting a single system. We believe that the resulting cross-fertilization of models
and formalisms is an important step towards the difficult task of modeling issues
in Systems Biology.

It is hoped that the community will contribute to the library since that is
the only way it will develop, and since such a contribution will be beneficial to
all contributors, whether mathematicians, computer-scientists or biologists, to
improve their formalisms, tools and models.
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Abstract. Biological systems have recently been shown to share many of the
properties of reactive systems. This observation has led to the idea of using meth-
ods devised for the construction (engineering) of complex reactive systems to the
modeling (reverse-engineering) of biological systems, in order to enhance biolog-
ical comprehension. Here we suggest to combine the two formal approaches used
in our group — the state-based formalism of statecharts and the scenario-based
formalism of live sequence charts (LSCs). We propose that biological observa-
tions are better formalized in the form of LSCs, while biological mechanistic
models would be more natural to specify using statecharts. Combining the two
approaches would enable one to verify the proposed mechanistic models against
the real data. The biological observations can be compared to the requirements
in an engineered system, and the mechanistic model would be analogous to the
implementation. While requirements are used to design an implementation, here
the observations are used to motivate the invention of the mechanistic model. In
both cases consistency of one with the other must be established, by testing or by
formal verification.

1 Introduction

Experimental biology is an interplay between collecting data in experiments (obser-
vations), followed by the analysis of the data and suggestion for possible mechanistic
models that would explain how the system under study works, and how it gives rise to the
observed phenomena. Further experiments are often preformed to test the hypothetical
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mechanism. Here we propose that the dichotomy between theses two aspects of biology
calls for different formal methods.

Recently, the resemblance between reactive systems (systems that continuously in-
teract with their environment) and biological systems has been noted [7, 11]. This ob-
servation has led to the idea of using methods devised for the construction of complex
reactive systems to model biological systems. The first attempt to follow this path was
a modest model of T-cell activation [11], which was followed by an extensive animated
model of T-cell behavior in the thymus [4, 5]. At present there is an ongoing effort to
model the vulval development in the nematode Caenorhabditis elegans [12].

Two approaches are used in our group to model biological behavior: an intra-object
one based on the language of statecharts [6] and the Rhapsody tool [8, 10], and an
inter-object one that uses the more recent language of live sequence charts (LSCs) [3]
and the Play-Engine tool [9]. Both languages are visual, having a clear (and formal)
syntax and semantics, and both approaches enable the construction of a formal model
and its execution. In Rhapsody, a state-based transition diagram (statechart) of the system
under study is constructed. The tool automatically generates executable C/C++/Java code
from the statecharts. In contrast, LSCs specify scenarios of behavior between objects,
with varying modalities (e.g., required, possible, and forbidden scenarios), and the Play-
Engine executes these directly in a way that satisfies the modalities for each.

As typical biological data is available in the form of ‘condition-result’ scenarios, we
believe that biological observations are best formalized in the form of LSCs, which take
the following general form: if X (the prechart) occurs then Y (the main chart) should too,
where X and Y consist of scenarios of behavior and can be simple or complex. Indeed,
in an LSC we can formalize the terms of the experiment as the conditional prechart
that enables an LSC, and we can formalize the result of the experiment as a sequence
of happenings resulting from that condition. On the other hand, since many biological
mechanistic models are ‘state-based’, we feel that in such cases it would be more natural
to specify mechanistic models using statecharts, since they specify the behavior of the
system based on its internal (stipulated) mechanism.

Here, we propose that these two approaches complete each other and should be used
together in order to model the two aspects of a common biological system simultane-
ously. By using a scenario-based approach to formalize the behaviors of the biological
system and a state-based approach to formalize the mechanism underlying these behav-
iors, one can formally verify that the mechanistic model reproduces the system’s real
behavior. In this functional sense, the biological observations can be compared to the
requirements in an engineered system, while the proposed mechanistic model would be
analogous to the system’s design and implementation.1 To carry this analogy further, in
an engineered system the requirements are used to help in coming up with the design and
implementation, and are then used a second time to build test suites for testing the im-
plementation against the requirements. In biological systems the observations are used
to motivate the construction of mechanistic models (that serve as working hypotheses),

1 In another sense it is the other way around: the biological observations are directly related to
the actual system as is the implementation of an engineered system, whereas requirements and
biological mechanistic models are both invented by humans.
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and our approach enables them to be used also in testing and verification, by simulation
or, e.g., model-checking. These techniques may also yield interesting predictions that
should be then corroborated experimentally in the biological system.

2 Engineering Computerized Systems Versus Reverse-
Engineering Biological Systems

In engineering, we try to produce a design that satisfies a set of requirements. This
set of requirements is determined by our ideas about how the system should eventually
work. In biological modeling we do reverse-engineering, trying to construct a mech-
anistic model that explains how the biological system works. This model has to fit the
experimental observations.

In engineering, we formalize the requirements (emanating from the system’s concept)
in a formal specification language (e.g., LSCs). This formal specification not only guides
the construction of the design and implementation but is later used also to check the
design’s correctness. In formal modeling of biology, on the other hand, the situation is
different. The biological system is already ‘built’. In fact, there is a running exemplar of
the system. Unfortunately, we are restricted in the way we can analyze it (in particular, we
are unable to access its ‘blueprint’). By experimenting with the biological system (i.e.,
testing it under different conditions) and recording the results of these experiments we
can gain knowledge about its behavior. Once we formalize these observations in the form
of LSCs we get a sort of ‘requirements’ specification that can be used in constructing
the mechanistic model. See Figure 1.

Computerized Systems Biological Systems
(Engineering) (Reverse-engineering)

Scenario-based Requirements Observations

State-based Design & Implementation Mechanistic Model

Fig. 1. Analogy between computerized systems and biological systems

The testing phases in both cases (engineering versus reverse-engineering) possesses
an interesting duality. In engineering we test the design in order to improve assurance
of its quality. In biology we probe the system, a process we can also call testing, get the
results, and rerun the results on the mechanistic model. Thus, in the reverse-engineered
process of modeling biology a test would be run twice: once on the biological system
itself and once on the mechanistic model. As a result, once we check all the tests known
at a given time-point, we get what we might call (borrowing from software engineering
terminology) a complete coverage of the desired behavior of the mechanistic model.
At that time-point, there are no more tests to preform on the system until more experi-
ments are carried out. In contrast, when engineering man-made systems the problem of
determining whether the requirements are sufficient is an interesting question in its own
right.
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3 Regression Testing and Model Checking

The fact that when we come up with a mechanistic model there is at hand a fixed given
set of tests (the biological observations) suggests that we can use regression testing
to get a higher type of assurance of the model’s correctness. In engineering, regression
testing is used to compare different versions of the same design, by running the old test
suites on the new version to make sure that we haven’t inadvertently changed previously
decided-upon desired behavior. Thus, during the development of the design, we form a
collection of tests and save the results we got when running them on the present version.
Once a change is made, we run the same set of tests again and make sure that the new
design produces the same results. In the case of reverse-engineering a biological system
the comparison made by re-running the tests is not between an old and a new version of
the system, but between the real biological system and the proposed mechanistic model
thereof. Here, the collection of tests is already given, as the set of observations resulting
from the performed experiments.

Both in engineering and reverse-engineering performing additional ad-hoc tests can
produce interesting results. In the engineering world, arbitrary tests may produce behav-
iors that indicate the existence of bugs, causing the need to redo the design and imple-
mentation, whereas in reverse-engineering, ad hoc tests (such as running the formalized
models on additional inputs or in different ways) may produce interesting predictions
regarding the behavior of the biological system, or questions that need to be resolved by
further experimentation.

In engineering, we would like to use verification techniques, such as model-checking
(see, e.g., [2]), in order to acquire greater confidence in the correctness of the design.
Model-checking is a method to formally verify that all the possible behaviors of the
system satisfy a given requirement, and can be used with statecharts or LSCs. In reverse-
engineering of biological systems we could use model-checking to get around the main
disadvantage of model execution, which is its inability to cover all possible execu-
tion scenarios, which is particularly problematic for mechanistic models that are non-
deterministic. This would be done by model-checking the specification (LSCs) against
the mechanistic model (statecharts), and could provide a major additional boost to the va-
lidity of the latter. One of the results of the model-checking process could be interesting
predictions regarding the behavior of the actual system.

4 Implementation

We have applied the suggestion made in this paper to the mechanistic model of [14]
that explains parts of the formation of the vulva in Caenorhabditis elegans. We have
formalized the mechanistic model in the form of statecharts, and the experimental ob-
servations (that led to the suggestion of this model) as existential LSCs. We then used
the Rhapsody tool [10] and its testing component — the TestConductor [13]. In the
TestConductor, tests are given in the form of combinations of existential LSCs. Each
test can then be performed individually, or the tool can be asked to produce a report on
the entire behavior of the model when checked versus all the tests. Running regression
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testing in different stages of the development of the statecharts model enabled us to
fine-tune the model to reproduce all the behaviors on which this model is based.

An interesting aspect of this particular work is that our mechanistic model is com-
pletely deterministic. Thus, testing a scenario using simulation is sufficient to make
sure that the mechanistic model reproduces the behavior depicted in the scenario. We
thus have full assurance that our formalization of the mechanistic model completely
reproduces the data. This fact improves our confidence in the correctness of the pro-
posed mechanistic model. A detailed description of this modeling effort will be reported
separately.

5 Concluding Remarks

Based on the above, we suggest that the state-based and scenario-based approaches
complete each other. We propose that biological systems should be modelled using both
approaches. Observations should be formalized by inter-object scenario-based meth-
ods (in our case, LSCs using the Play-Engine tool), while the mechanisms should be
formalized by intra-object state-based methods (in our case using statecharts and the
Rhapsody tool). Once this is done we can simulate all the experiments carried out in
practice and use the state-based model to drive the simulation that the scenarios follow.
Using regression testing, we can ensure that the mechanistic model reproduces all the
behaviors observed in the living system.

A connection between Rhapsody and Play-Engine is currently under development,
which will enable them to work on cooperation; see [1]. Such connection will enable to
verify automatically that a biological mechanistic model is consistent with the experi-
mental observations obtained by the system. We believe this would further facilitate our
understanding of biological systems and help simulate and analyze their reactive nature.
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Abstract. The Systems Biology Markup Language (SBML) is an XML-
based exchange format for computational models of biochemical net-
works. SBML Level 2, whose definition was established in June 2003, in-
cludes several enhancements to the original Level 1. This paper includes
a brief overview of Level 2. Several proposals are under development to
extend SBML to create Level 3. These include diagrams, 2-D and 3-D
spatial characteristics, arrays, model composition and multi-component
chemical species. This paper describes the current proposals for the last
two features.

1 Introduction

Researchers in systems biology have a wide variety of software tools available
to them. The Systems Biology Markup Language (SBML) [1] was initially de-
veloped to enable the exchange of models between these tools, as part of the
ERATO Kitano project in collaboration with the community of Systems Biol-
ogy modelers and software developers. A multi-institutional team based at the
California Institute of Technology (USA), University of Hertfordshire (UK) and
Systems Biology Institute (Japan) provides editorial, organizational and tech-
nical support to the SBML development process. Today, over 40 software tools
support SBML [2], and in addition, it is the standard model definition language
for the DARPA BioSPICE project and the International E. coli Alliance (IECA).

SBML encodes models consisting of biochemical entities (species) linked by
reactions to form biochemical networks. SBML is being developed by the com-
munity in levels, where each level extends the set of features of the language.
The structures that comprise an model in SBML Levels 1 and 2 are described
elsewhere [1, 2, 3]. By freezing SBML development at incremental levels, software
authors can work with stable standards and gain experience with the standard
before further development. The separate levels of SBML are intended to coexist.

2 Proposals for Level 3

The Systems Biology community is now developing SBML Level 3. Although
SBML has been successfully adopted by many groups developing systems biology
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software, there exist packages that support classes of models which presently
cannot be encoded in Level 2. Level 3 is intended to provide support for these
tools. The community plans to introduce features in Level 3 that will add support
for: (a) composing models from component submodels; (b) describing states
and interaction of components of species in terms of rules rather than explicit
enumerations of all possible combinations; (c) describing 2-D and 3-D spatial
geometries; (d) diagrammatic representations of models; (e) enabling parameter
and initial condition values to be defined separately from models; (f) allowing
for alternative mathematical representations of reactions; and (g) enabling the
association of terms from controlled vocabularies to be associated with SBML
elements. Proposals for these features have been described at various levels of
detail [2]. The following sections describe proposals for Model Composition and
Multi-Component species. These are not yet part of any SBML standard.

2.1 Model Composition

The aim of the Model Composition proposal is to enable a model to be composed
hierarchically from a number of submodels. Given the existence of more than
one software package supporting hierarchial model composition, (for example
Promot/DIVA [4] and VLX Biological Modeler from Teranode Corporation [5])
SBML ought to support the exchange of such models. One of our key aims is
enable the multiple instantiation of the same submodel within an enclosing model
thus enabling, for example, a model of a cell to be composed from a number of
instances of the same mitochondria submodel. This specific capability is not
present in CellML despite its support for hierarchical composition. The specific
proposal described here [6] builds on previous proposals [7, 8].

The model composition proposal allows for a model to contain a list of sub-
models and a list of instances of those submodels. Each submodel is a complete
SBML model thus allowing for the hierarchical assembly of models. Each instance
structure instantiates a submodel (i.e. implies the existence of a complete copy
of the submodel) within the immediate containing model. An instance structure
refers to a submodel using XLink attributes enabling the structure to refer to a
submodel that is either internal or external to the containing XML document.
(XLink [9] is a standard for referring to components of XML documents.)

A system that enables just the assembly of models from submodels as de-
scribed has little utility. A method for linking model components at various levels
of the model instance hierarchy is required. The model composition proposal in-
troduces ObjectRef structures which can refer to objects within the instance
hierarchy. The proposal has defined ObjectRef structures to be recursive thus
allowing objects at any level of the instance hierarchy to be referenced.

The ObjectRef structure does not use XLink attributes because the instance
hierarchy does not exist in XML form but is implied by the instance structures
in models. For example consider two models A and B. A contains a species
S and model B contains two instances of A, a1 and a2. Suppose we wished
to refer to the specific species S within instance a1. We cannot use an XLink
attribute because that specific species does not exist in any XML document, it



244 A. Finney

only exists in the a1 copy of A. The single XML structure for S in model A does
not represent any specific species within instances of A since there can be any
number of instances of A.

SBML documents have many attributes which link the various structures
forming the reaction network and placing species into compartments. In the
model composition proposal these links can optionally be replaced by ObjectRef
structures thus enabling links to form between models thus enabling, for exam-
ple, a reaction to be created between species in two submodel instances or for
a species to be placed inside a compartment within a submodel instance. An
ObjectRef can only refer to an object within the instance hierarchy created by
the immediate containing model: since an ObjectRef does contain XLink at-
tributes it cannot create arbitrary linkages. The ObjectRef structures and the
Level 2 attributes they replace must refer to the same object types. These types
are restricted as described in the SBML Level 2 specification. For example the
speciesLink element, an instance of the ObjectLink type, which replaces the
species attribute on SpeciesReference structures, can only refer to Species
objects.

Potentially when submodels are combined to form a model one biochemical
entity will be represented separately in more than one of the submodels. In many
bioinformatics systems this is resolved using a synonym dictionary. To enable
the construction and reuse of abstract or generic models a structure is required
that enable the parametrization of models. In the general case the parameter and
synonym requirements can be viewed as the requirement to support one object
overloading another object. Under the proposal a model contains a list of Link
structures which could be viewed either as a directed synonym dictionary or a
set of parameter assignments. Each Link structure consists of two ObjectRef
structures which refer to the overloading and overloaded objects. The overloading
object replaces the attribute values of the overloaded object. If the objects are
species then they form a single node in the reaction network. If the objects
are compartments then they form a single compartment. The types of the two
objects referred to by a Link structure must have the same type. For example
a Species object cannot overload a Compartment. There is no consensus in the
community of modelers concerning the ideal form of composed models and thus
the proposal does not describe any further restrictions on the linkages that can be
formed between objects in the instance hierarchy. However SBML has features,
such as a units system, which are appropriate for further validation of model
composition.

2.2 Multi-component Species

Although SBML Level 2 can encode biochemical reaction networks the following
concepts are not easily represented: (a) the hierarchical description of biochem-
ical entities through the composition of other biochemical entities or (b) the
description of generalized biochemical reactions that avoid the enumeration of
many species states and reactions. Biochemical entities, depending on the de-
scription, can be composed either as simple aggregation or through graphs of
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other biochemical entities where arcs represent kinds of bonding. SBML requires
new features to enable the representation of, for example, proteins which can
contain many phosphorylation states, complexes of these proteins and models
of signalling pathways which contain these proteins. Several laboratories have
data sets and/or software which make explicit some or all of these features of
biochemical networks often in generalized form. For example the Genome Knowl-
edgeBase [10] captures the hierarchical assembly of complexes in the context of
pathways; the LANL T10 group have developed models of generalized reaction
systems from which software automatically generates an ODE based represen-
tation containing very large sets of species and reactions [11]; and the StochSim
environment [12] stochastically simulates the interaction of individual chemical
entities each of which has a state vector where reactions form a set of complex
state transitions.

This section contains proposals for a set of new structures for addition to
SBML to implement the above requirements. This proposal builds on previous
proposals for representing multi-component species [13, 14]. These structures,
whilst primarily aimed at supporting the representation of phosphorylated pro-
tein complexes, will be capable of capturing both the detailed structure of, and
the processes acting on, all types of macromolecules.

Under this proposal a model would optionally contain a set of species type
structures. A given species type simply represents all biochemical entities with
the same biochemical structure (that is having identical structure for the pur-
poses of the model). In SBML Level 2 the species structure represents a pool
of entities of the same type located in a specific compartment. In this proposal
the type of a species structure is made explicit via a new speciesType attribute
which refers to a species type structure. A reaction can be generalized to occur
in any compartment by referring to reactants, products and modifiers by species
type rather than by compartment specific species.

Under this proposal a species type can optionally contain a set of instances
of other species type structures which define the composition of the containing
species type. A model can be described using such a system of hierarchically
contained components however, under this proposal, the species type instances
can be explicitly connected i.e. a species type can describe a graph where the
nodes are species type instances and the arcs are bonds. In this scheme a species
type has a set of binding site structures each of which is a potential end point
for a bond. A bond is simply a pair of references to binding sites on species type
instances. Just as the bond structures are optional in species type structures it
is not proposed here that SBML specify the level of decomposition at which a
given model will operate, for example, a protein could be described as a single
indivisible object or as a sequence of amino acids.

Whilst the structures described above capture a significant amount of in-
formation that cannot be made explicit in SBML Level 2 they do not provide
any facilities for representing reactions generalized to apply to classes of species
types. With just these structures an accurate model would still have to contain
an enumeration of all the species type structures that could occur in the mod-
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elled system. In many modelled systems the number of structures required is so
large that both this representation scheme and SBML Level 2 become impracti-
cal. To solve this problem, under this proposal, reactions can be generalized to
apply to classes of species types. The complete set of species and species type
structures are then implied from the reactions rather than fully enumerated. In
this context the species structures contained in an SBML document define the
initial state and boundary conditions of the system. The species type structures
define a set of types that enable the definition of reactions and species. The reac-
tions are applied to the biochemical entities in the modelled system that match
the reactions’ reactants and construct new entities as defined by the reactions’
products. Thus a generalized reaction is a template for manipulating graphs of
biochemical entities and contains structures which enable a reactant to match
with species from a range of species types.

In a generalized reaction the reactant, product and modifier structures are
generic graphs of a form similar to those graphs contained by species type struc-
tures. Whereas a species type can contain concrete bonds, which refer to pairs of
binding sites, a generic graph can additionally contain generic bond structures,
which refer to only one binding site. A generic bond simply represents a por-
tion of a matching species graph which the reaction does not directly transform.
A generic bond is identified by an associated symbol. The same symbol typi-
cally will occur in both the reactants and products indicating that a matching
component is transferred from reactant to product.

3 Conclusions

SBML is a defacto standard for the exchange of biochemical reaction networks.
The development of SBML is ongoing to ensure that it meets the full require-
ments of the Systems Biology community. The proposals described for model
composition and multi-component species will ensure that SBML can represent
highly complex biological systems such as signal transduction systems.
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Abstract. Stochastic approaches are required for the simulation of bio-
chemical systems like signal transduction networks, since high fluctu-
ations and extremely low particle numbers of some species are ubiqui-
tous. Computational problems arise from the huge differences among the
timescales on which the reactions occur, causing high cost for stochasti-
cally exact simulations. Here, we demonstrate a general hybrid method
combining the exact Gillespie algorithm with a system of stochastic dif-
ferential equations (SDEs). This technique provides a smooth and cor-
rect transition between subsets of ’slow’ and ’fast’ reactions instead of
abruptly cutting the stochastic effects above a certain particle number.
The method was successfully applied to mitochondrial Cytochrome C re-
lease in the CD95-induced apoptosis pathway. Moreover, this approach
can also be used for other kinds of Markov processes.

1 Introduction

Biochemical networks are often simulated as well-stirred chemical reaction sys-
tems, for which a variety of deterministic and stochastic simulation methods
exist. The deterministic approach is widely used and translates the reactions
into a system of ordinary differential equations (ODEs). Let’s assume a sys-
tem with m molecule species and n reactions Rj with the reaction rates vj and
the stoichiometric coefficients νij . The state is defined by the concentrations
(x1, . . . ,xm) and the time evolution of the system is simulated using an ODE
solver for the equation system

dxi

dt
=

n∑
j=1

νijvj(x(t)), i = (1, . . . , m). (1)

The assumption of a continuous and predictive system is not always given,
especially in signal transduction systems, where some molecule species might
occur in very low numbers. A stochastically exact simulation method was pro-
vided by Gillespie [1]. Here, the system is defined by the discrete particle numbers
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(X1, . . . ,Xm). The time evolution is simulated by mapping random numbers to
the time point and the type of the next molecular reaction events according to
the propensity functions aj(X), the temporal probability density for Rj .

An approximate solution of the stochastic system is given by the chemical
Langevin equations [2], a set of stochastic differential equations:

dxi(t) =
n∑

j=1

νijaj(x(t))dt +
n∑

j=1

νija
1
2
j (x(t))dWj , (2)

with a deterministic and a stochastic term (Wj : Wiener process). For high reac-
tion rates, the second term becomes negligible.

2 General Hybrid Solver for Multi-scale Problems

Obviously, each of the three methods is advantageous for a certain range of
particle numbers and/or reaction rates, but none of them is an adequate method
if there are huge differences among them, which is a typical situation in signal
transduction systems, for example. In case of low particle numbers, stochastic
effects can influence the system’s behaviour even qualitatively, but the exact
stochastic approach, which triggers each single molecular event, is not feasible
for (sub-)systems with high particle numbers and reaction rates.

Subsets of Reactions and Threshold Criteria. In this work, the timescale
problem was approached by splitting the reaction system into three reaction sub-
sets, each of them corresponding to one of the upper simulation methods. Since
in general, the reaction subsets are not independent of each other, the interac-
tions between them have to be considered carefully. In addition, the assignment
of the reactions to the subsets has to be managed dynamically.

In order to separate stochastically highly relevant reactions from those ones,
which are well-described by Langevin equations or even by deterministic meth-
ods, rigorous quantitative criteria have to be introduced. Note, that these criteria
often depend on the specific problem. Two examples are given here:

S =
{

Rj

∣∣∣ ∃i
∣∣ 1√

dt
· σ̌ij(dt)

xi
> ε1

}
or S =

{
Rj

∣∣∣ ∃i
∣∣ | νij |

Xi
> ε2

}
, (3)

where R = {R1, . . . , Rn} is the set of all reactions, S ⊆ R the subset of all reac-
tions to be treated stochastically exact using the Gillespie algorithm and σ̌ij(dt)
the standard deviation of the molecule concentration xi under the assumption
that it is influenced by Rj only (σ̌ij(dt) scales with

√
dt). Thus, a reaction is

treated stochastically exact as soon as it causes a critical relative fluctuation of
the concentration of at least one species. The second criteria addresses extremely
low particle numbers, where the discrete nature causes increments, which might
be much higher than the respective standard deviation. The subset L ⊆ R cov-
ers those reactions, which influence molecule species with particle numbers in a
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higher range and which cause fluctuations, that are not negligible. The thresh-
old between L and the subset D = R \ {S ∪ L} described by ODEs can also be
defined by (3a) with an appropriate ε1. The assignment of the reactions to S
and L is denoted by the flags (s1, . . . , sn) and (l1, . . . , ln).

Generalized System State. The system of m molecule species and n reactions
between them is now described by a ’generalized’ state vector:

(x1, . . . ,xm, p1, . . . , pn),
(r1, . . . , rn), random numbers, 0 ≤ rj < 1.

Here, {pj} denotes the probability, that a reaction event of type Rj , Rj ∈ S,
has not occurred yet. This can be determined by using the propensity functions:

pj(t + dt) = pj(t) − pj(t)aj(x(t))dt ⇒ dpj(t)/dt = −pj(t)aj(x(t)). (4)

Starting with pj(t0) = 1, the random numbers rj are mapped to the putative
time point t0 + τj of the next reaction of type Rj :

pj(t0 + τj) = rj . (5)

Interaction Between the Reaction Subsets. Between the stochastic reac-
tion events, many reactions of the other two subsets occur. These changes are
determined by propagation of the system of ODEs and Langevin equations.
The correct handling of the interactions between the subsets is critical and ap-
proached as follows: Both parts of the generalized system state - the concentra-
tions xi and the probability functions pj of the ’exact’ stochastic reaction subset
S - are propagated using the same solver. Thus the influence of the determinis-
tic and the Langevin reaction subset on the reaction probabilities pj is entirely
considered. Once the time point of a stochastic reaction Rj is reached according
to (5), the reaction is executed by updating the concentrations {xi}.
Solving the Langevin Equations. In order to numerically solve the stochas-
tic part of the Langevin equation (2), a Wiener process is generated with finite
increments ΔW = N (0, Δt) [3] (N : normal random variable with variance Δt).
This numerical process will be combined with the propagation of the determin-
istic term of (2) and the deterministic part of the stochastic term. The step size
of the ODE solver is limited to the step size Δt introduced for generation of the
Wiener process, but smaller step sizes due to adaptive step size control of the
solver are possible. The deterministic part of the stochastic term is propagated
in the following way:

dx̃i(t) =
n∑

j=1

lj · (1 − sj) · νij

√
aj(x(t)) · dt . (6)

Multiplied with a unit normal random number ni = N (0, 1), it corresponds to
an increment of the Wiener process. After each completed time step, this term
is added to the deterministic part and new normal random numbers {ni} are
generated.



General Stochastic Hybrid Method 251

Algorithm for the Hybrid Solver:

1. Set the initial concentrations (x1, . . . ,xm) and set t0 = tstart.
Set the probabilities of no reaction (p1, . . . , pn) = (1, . . . , 1).
Generate the random numbers (r1, . . . , rn).

2. Determine the stochastic subset S ⊂ R and L ⊂ R using the upper criteria.
3. Start ODE solver at time t = t0 with the following task:

Propagate the generalized system (x1, . . . ,xm, p1, . . . , pn) according to

dxi(t)
dt

=
n∑

j=1

(1 − sj) · νijvj(x(t)) and
dpj(t)

dt
= −sj · pj(t)aj(x(t)).

Stop at the putative time point of the next stochastic reaction event
tstop = t0 + τj∗ with τj∗ = minj∈S{τj}, to be determined implicitly by (5).
Within the solver: add the stochastic Langevin increments after each solver
step as described above (see (6)).

4. Execute next stochastic reaction Rj∗ by updating xi = xi + νij∗∀i.
5. Generate new random number rj∗ and set pj∗ = 1.
6. Set t0 = t and go to step 3, or go to step 2 for updating {sj} or {lj}.

3 Conclusion

In summary, a method is provided, which is stochastically exact in the sensitive
low-particle number range, but still efficient for the fast reaction subset, where
the Gillespie approach would no longer be feasible. Moreover, the stochastic
effects are well approximated in the higher range by use of SDEs. Note, that
in general, it doesn’t make sense to treat the stochastic behaviour in an exact
way below a certain threshold and to abruptly ignore the even higher stochastic
fluctuations above, as it would be realized in a pure stochastic-deterministic ap-
proach. In addition, all interactions between the reaction subsets are correctly
considered. Therefore the exactness of the algorithm is only limited by the exact-
ness of the numerical solution of the ODEs and SDEs. The method was applied to
the mitochondrial Cytochrome C release, whose duration [4] could be explained
by the stochastic effects of an ensemble of many individual mitochondria. Here,
the hybrid method ! was about 20 times faster than the exact algorithm. Since
the applied stochastic methods are directly derived from the master equation,
this hybrid approach can also be used for any other kind of Markov processes.
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Abstract. The study of the global properties of complex metabolic networks in 
organisms such as E. coli and Yeast has become a priority in the new area of 
Computational Systems Biology, leading to the first models about the organiza-
tion and evolution of these networks. Here we propose the analysis of biodegra-
dation networks as an alternative to this, now classical, studies of metabolic 
networks. The biodegradation reactions carried out by communities of bacteria 
in contaminated environments offer interesting computational and biological 
advantages and challenges. Here we first describe our preliminary results on the 
analysis of the systems properties of the biodegradation network and the com-
parison with the other metabolic networks, and second describe the computa-
tional developments necessary for the analysis of the information. In particular 
we introduce the MetaRouter system, as an integrated information system for 
Biodegradation. Furthermore we describe the current work for improving the 
system with an alternative enzyme-centric view and new rule-based systems for 
the prediction of the capacity of biological systems to degrade new chemical 
compounds. 

Some microorganisms have acquired the ability to catabolise external chemical com-
pounds that do not form part of their Standard Metabolism, such as chemical pollut-
ants (xenobiotics) result of industrial activity. The natural microbial communities 
found in these environments are composed of a complex mixture of species and 
strains working coordinately. The final chain of reactions, leading to chemical degra-
dation is a puzzle of reactions carried out by enzymes from the various microorgan-
isms. The xenobiotic compounds are modified until the point in which they can enter 
into de central metabolism or they are reduced to non-toxic forms. During the process 
the bacterial communities may obtain two advantages, first they eliminate compounds 
dangerous for them, and second they obtain energy from new sources.  
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From a biological point of view the biodegradation network presents very interest-
ing properties that differentiate it from the standard metabolic pathways, i.e. it has an 
inter-species composition, and it is the result of a fast adaptation to new environ-
mental conditions. For Biotechnology the study of biodegradation offers interesting 
possibilities for the cleanup of contaminated soils and waters by degrading the haz-
ardous compounds (Bioremediation). Interestingly they can also be seen as a new 
scenario for analysis with a Systems Biology viewpoint, offering possibilities differ-
ent and complementary to the study of the organization and evolution of biological 
networks and biochemical pathways.   

Hundreds of reactions has been experimentally characterized up to now in different 
conditions, accounting for an interesting collection of data for analysis, even if they 
are probably only a small proportion of the larger biological reality. The available 
information about the environmental conditions in which these reactions are taking 
place is still one of the limiting factors specially when compared with the immense 
diversity of possible ecological niches. Indeed all this area of research is embedded in 
the larger framework of the description of all the species (genomes) present in a given 
ecosystems (a field now known as “metagonomics”), which first spectacular results 
have been very recently published. (Venter et al., 2004).  At the Bioinformatics level 
there is still quite a work ahead of us, including linking the various disperse sources 
of information, which include: the chemical structure and reactivity of the organic 
compounds, the sequence, structure and function of the enzymes participating in this 
processes, the information related with the different genomes, their organization, 
structure and gene expression regulation. All this area of research can  

We have recently carried out a first study of the general properties of the known 
biodegradation network (Pazos et al., 2003). The main observation of this study is the 
scale-free structure of this network, including the input / output reactions, with charac-
teristics similar to the ones observed for the standard metabolic networks. A similarity 
that fits well with the biological model that describes the collective behavior of the 
biodegradation networks as similar to the one of single organisms, even if its nature 
and evolution are necessarily very different. This first analysis of the biodegradation 
network also allowed us to propose a first model for its evolution (see Fig. 1). 

To continue with the study of the biodegradation network it is now absolutely nec-
essary to organize all the available information in a coherent database, with substan-
tial capacity for the interaction with experimental biologist working in this domain  
(a number of initiatives in this area are in progress, see Wackett et al., 2004).  

In this context we have developed MetaRouter, as a Bioinformatics system for 
maintaining heterogeneous information related with Biodegradation including facili-
ties for updating, query, modification and data mining (Pazos et al., submitted). The 
core of the system is a relational database where the information on chemical com-
pounds, reactions, enzymes and organisms is stored. The current data set includes 740 
organic compounds (2,167 synonyms), 820 reactions, 502 enzymes and 253 organ-
isms. For the chemical compounds, the following information is included: name, 
synonyms, SMILES code, molecular weight, physical-chemical properties (density, 
evaporation rate, melting point, boiling point and water solubility), chemical formula, 
image of the chemical structure, canonical three-dimensional structure in PDB format, 
and links to other databases. The reactions are described in terms of substrates and 
products, catalyzing enzyme and links to other databases. The enzyme information 
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includes the name, Enzyme Commission (EC) code, organisms where the gene is 
present, database sequence identifiers, and links to other databases. The main public 
sources of information for obtaining the initial set of data were UMBBD, ChemFinder 
(http://chemfinder.cambridgesoft.com), and the ENZYME and SwissProt databases. 

The research capacity implemented in the system includes the localization of bio-
degradative pathways for one (or a set of) compounds, by finding pathways between 
those complex(es) and the entry points into the central metabolism, or between pairs 
of compounds. These searches can be restricted by a number of criteria, such as 
length of the pathway, required enzymes or organism(s), properties of the compounds 
involved (for example, highly soluble) (See Fig. 2 for a representation of the typical 
output of the system). 

The current work in the MetaRouter includes two key extensions. First we have 
developed an alternative representation of the network using the proteins (enzymes) 
as nodes, instead of the compounds (Trigo et al., in preparation). The enzyme-centric 
view of standard metabolism has been essential for the analysis of the biological and 
evolutionary properties of the networks in other studies (Pereira-Leal et al., 2004). 
Second, we have developed a machine learning approach for the prediction of the 
"biodegradability" of new compounds, based on their chemical descriptors (Gomez et 
al., submitted 2004). These descriptors include a definition of chemical triads of at-
oms in the structures (taking into account the type of chemical bonds) and the solubil-
ity of the compounds (from ChemFinder). The analysis of the network revealed the 
following categories of compounds: Non-biodegradable compounds, 353 compounds 
that do not participate as substrates in any reaction, or are connected to pathways that 
do not lead to the standard metabolism. 533 biodegradable compounds including the 
38 compounds that can also be found in the common metabolism, and other com-
pounds placed in the path to central metabolism. The final set of 329 compounds 
belong to paths that finally produce Carbon Dioxide, and as such are not directly 
connected to common metabolism compounds. For the combination of the informa-
tion, and to generate the predictions, we have used the C4.5 package (Quinlan, 1993) 
to build decision trees and to generate propositional rules that can be used as predic-
tors of “biodegradability”. The average sensitivity of the cross-validated predictions 
in between 62 and 69% for the three classes, with Average Specificity ranging from 
69 to 84% for the predictions in a two combined classes schema. The examination of 
the rules generated by C4.5 allows the interpretation of the chemical characteristics of 
the compounds that are better related with the capacity of the biological systems to 
metabolize them, opening the possibilities for their study in the laboratory, and for 
predicting the biodegradative fate of a new chemical compound before releasing it in 
the environment. 
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Figures  

The Chemical compounds are represented with circles proportional to their molecular 
weight. The width of the reaction arrows is proportional to the evolutionary conserva-
tion of the corresponding catalyzing enzyme.  The degree of connectivity of the 
chemical compounds is represented with a color scale (from black to light blue). For 
the entry of new compound (red circle) the most likely possibilities proposed in the  
  

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Schematic representation of the properties and hypothetical evolution of the biodegrada-
tion network 
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model to account for the observed scale-free structure is the connection with a prefer-
entially connected node (hub), that in turn is closed to the central metabolism. The 
graphic represents the typical log-log plot of connectivity (k) against number of ele-
ments with that connectivity (p(k)). The position of the different types of compounds 
in this plot is shown. (Adapted from Pazos et al., 2003).  

 

 
 
 
 
 
 
 
 
 
 
 
 

       (a)            (b) 

Fig. 2. Example of the use of the Metaruter database for the analysis of Biodegradation 

The full biodegradation network is represented in 2a, the various colors and lines 
correspond to different type of chemical compounds and reactions. The upper part 
represents entries into the system and the lower one compound that connect directly 
with the standard central metabolism. The larger density of hubs close to the central 
metabolism can be clearly appreciated in the figure (Additional information about the 
organization of the network and alternative graphical representations are available at: 
http://pdg.cnb.uam.es/biodeg_net).  

In panel 2b a zoomed image of a pathway is provided, including the direction of 
the reactions and the chemical structure of the compounds. Hyperlink are provided to 
the corresponding database entries. The representation is the result of a query to the 
Metarouter database. For further details see:  

http://demos.almabioinfo.com/MetaRouter 
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Brane Calculi 

Interactions of Biological Membranes 

Luca Cardelli 

Microsoft Research 

Abstract. We introduce a family of process calculi with dynamic nested 
membranes. In contrast to related calculi, including some developed for 
biological applications, active entities here are tightly coupled to membranes, 
and can perform interactions on both sides of a membrane. That is, computation 
happens on the membrane, not inside of it. 

1   Introduction 

A biological cellular membrane is an oriented closed surface that can perform various 
molecular functions. Membranes are not just containers: they are coordinators and 
active sites of major activity1. Large functional molecules (proteins) are embedded in 
membranes, with consistent orientation, and can act on both sides of the membrane 
simultaneously. The consistent orientation of such proteins induces an orientation on 
the membrane. Freely floating molecules interact with membrane proteins, and can be 
sensed, manipulated, and pushed across by active molecular channels. Membranes 
come in different kinds, distinguished mostly by the proteins embedded in them, and 
typically consume energy to perform their functions. 

One of the most remarkable properties of biological membranes is that they form a 
two-dimensional fluid (a lipid bilayer) embedded in a three-dimensional fluid (water). 
That is, both the structural components and the embedded proteins freely diffuse on 
the two-dimensional plane of the membrane (unless they are held together by specific 
mechanisms). Moreover, membranes float in water, which may contain other 
molecules that freely diffuse in that three-dimensional fluid. Membrane themselves 
are impermeable to most substances, such as water and protons, so that they partition 
the three-dimensional fluid. 

Many membranes are highly dynamic: they constantly shift, merge, break apart, 
and are replenished. But the transformations that they can support are rather limited, 
partially because orientation must be preserved, and partially because membrane 
transformations need to be fairly continuous. For example, it is possible for a 
membrane to gradually buckle and create a bubble that then detaches, or for such a 
bubble to merge back with a membrane, but it is not possible for a bubble to “jump 
across” a membrane (only small molecules can do that). 

1  “For a cell to function properly, each of its numerous proteins must be localized to the correct 
cellular membrane or aqueous compartment.” [9] p.675. 
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The fluid-within-fluid structure inspires the basic organization of our Brane 
Calculi2, which is characterized by two commutative monoids, each representing a 
kind of fluid. The specific transformations that we have selected are further inspired 
by (some of) the biological constraints. However, within the general structure of 
Brane Calculi there is scope for refining or ignoring such constraints.  

One of the constraints one may adopt is the preservation of orientation  
(e.g., membranes of different orientation should not merge). A related constraint is 
bitonality, which requires nested membranes to have opposite orientations, so that the 
orientations can be coded by coloring systems in two tones, as in Figure 1, where P 
and Q represent arbitrary subsystems. Preservation of bitonality means that reactions 
must preserve the even/odd parity with which components are nested inside 
membranes: note that P and Q remain on the same color background in each reaction. 
This means, in particular, that in a sequence of bitonal reactions there is never any 
actual mixing of fluids from inside and outside any given membrane, although 
external fluids can be brought inside if safely wrapped in another membrane. 
Bitonality is common in cellular-scale living systems. Although not universal, it 
inspires a collection of basic reactions that are biologically implementable, and that 
are different from those of calculi that are not biologically inspired.3

Fig. 1. Examples of Bitonal Reactions

The reactions illustrated in Figure 1 can be formalized and studied on their own 
[2]. However, in this paper we use them only as informal guides for more detailed 
calculi, where the reasons “why” those reactions happen are made more apparent.  

2  “Brane” is a common abbreviation for “membrane” in physics. 
3  The framework in which Brane Calculi are formalized originates in the study of calculi for 

mobile agents [3]. In that context, sandboxing an applet on its arrival at a site is, in fact, a 
bitonal operation: it maintains the separation between safe regions (of internal origin) and 
unsafe regions (of external origin). We are not aware of proposals to use sandboxing as a 
basic operations in that context; here, it corresponds to phagocytosis. 

Froth
Fizz
Froth
Fizz

P Q QP

P Q P Q

Endo
Exo
Endo
Exo

Mito
Mate
Mito

Mate
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2   Basic Framework 

2.1   Syntax and Reactions 

The basic structure of Brane Calculi consists of two commutative monoids with 
replication: we use m for composition of systems, with unit k, and | for composition of 
membranes, with unit 0. Replication (!) is used to model the notion of a “multitude” 
of components of the same kind, which is in fact a standard situation in biology. 
Quantitative refinements are possible [12] and certainly desirable.  

Systems consist of nested membranes, and membranes consists of collection of 
actions. Actions are left unspecified at the moment, and are detailed in the following 
sections. The familiar notion of structural congruence of processes [11] is applied to 
systems and membranes, characterizing their fluidity properties. Reactions happen 
only at the level of systems, and are caused only by actions on membranes. 

Syntax 

Systems P,Q  ::=  k ¦ PmQ ¦ !P ¦ σhPi nests of membranes 

Branes σ,τ  ::=  0 ¦ σ|τ ¦ !σ ¦ a.σ  combinations of actions 

Actions a,b   ::= …    (detailed later) 

We abbreviate a.0 as a, and 0hPi as hPi, and σhki as σhi.

Structural Congruence 

PmQ 7 QmP

Pm(QmR) 7 (PmQ)mR

Pmk 7 P 

!k 7 k

!(PmQ) 7 !Pm!Q 

!!P 7 !P 

!P 7 Pm!P 

0hki 7 k

P7Q  PmR 7 QmR

P7Q  !P 7 !Q 
P7Q ∧ σ7τ σhPi 7 τhQi

σ|τ 7 τ|σ
σ|(τ|ρ) 7 (σ|τ)|ρ
σ|0 7 σ

!0 7 0 

!(σ|τ) 7 !σ|!τ
!!σ 7 !σ
!σ 7 σ|!σ

 

σ7τ σ|ρ 7 τ|ρ
σ7τ  !σ 7 !τ
σ7τ  a.σ 7 a.τ
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Basic Reactions 

P}Q    PmR}QmR

P}Q   σhPi}σhQi

P7P’ ∧ P’}Q’ ∧ Q’7Q    P}Q

We write }* for the reflexive and transitive closure of }.

Within this framework, our Basic Brane Calculus is the one gradually introduced 
in Sections 3 and 4. Possible extensions are discussed in Section 5. Orthogonally, one 
could add restriction operators to both systems and membranes, in the style of π-
calculus [11], with extrusion rules such as ((νn)σ)hPi 7 (νn)(σhPi) if nCfn(P). The 
bound names n would be the ones used in the following sections to identify pairs of 
related actions and co-actions. 

3   Bitonal Interactions 

Bitonal interactions [2] are inspired by endocytosis/exocytosis (the second reversible 

reaction in Figure 1). Endocytosis is the process of incorporating external material 

into a cell by “engulfing” it with the cell membrane (without breaking the membrane 

or letting the material cross it). Exocytosis is the reverse process. 

3.1  Definitions 

Endocytosis, thus described, is an uncontrollable process that can engulf an arbitrary 

amount of material. We are interested in more controllable interactions, therefore we 

specialize endocytosis into two basic operations: phagocytosis, engulfing just one 

external membrane, and pinocytosis, engulfing zero external membranes. In addition 

we have exocytosis, which is itself sufficiently controllable. Each action usually 

comes with a co-action that it is intended to interact with, indicated by the symbol I

(pinocytosis does not have a co-action). 

Bitonal Actions 

Actions a ::= … ¦ Jn ¦ J
I

n(σ) ¦ Kn ¦ K
I

n ¦ G(σ)       phago J, exo K, pino G

Fig. 2. Brane Graphical Notation

σ P
A membrane σhPi

with actions σ and contents P
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Precedence: a.σ|τ stands for (a.σ)|τ, and !σ|τ stands for (!σ)|τ. The subscripted 
names n are used to pair-up related actions an co-actions; we omit them when there is 
no ambiguity. Co-phago is indexed by a membrane σ; this σ becomes the new 
membrane that engulfs the outside material: conceptually it is related to a piece of the 
old membrane. Exo causes irreversible mixing of membranes: since membranes are 
fluids, there is in general no way to untangle two membranes once they have merged. 
Incidentally, this implies that merging is often not a desirable operation. 

Bitonal Reactions 

Phago Jn.σ|σ0hPi m J
I

n(ρ).τ|τ0hQi } τ|τ0hρhσ|σ0hPiimQi

Exo   K
I

n.τ|τ0hKn.σ|σ0hPimQi } P m σ|σ0|τ|τ0hQi

Pino   G(ρ).σ|σ0hPi } σ|σ0hρhkimPi

One can see that the parity of nesting of P and Q is preserved in all these reactions, 

hence they preserve the bitonal coloring of those subsystems. 

Fig. 3. Phago, Exo, Pino (shaded for emphasis)

3.2   Derived Bitonal Interactions 

The Mito reaction, as illustrated in Figure 1 is another uncontrollable process that can 
split a membrane at an arbitrary place. To make it more controllable, we specialize it 
into two basic operations: budding, splitting off one internal membrane, and dripping,
splitting off zero internal membranes. In addition we have mating (a.k.a. merging or 
fusion), the obvious merging of membranes, which is itself sufficiently controllable.  

These three bitonal operations, mating, budding, and dripping, can be derived 
from the previous three. The derivations are not meant to be biologically significant: 
they are just a test of expressive power. In practice one would want to consider these 

G(ρ).τ

JI
n(ρ).τ

P σ

τ

Jn.σ

P Q
Phagoσ0 τ0 ρ P σ0

σ
P σ0

σ
τ

Q τ0

Q Exoτ0P σ0

Kn.σ
P σ0

Kn.σ
KI

n.τ

P
Q σ0

σ τ

τ0

PinoσP ρ
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as primitives at the same level as Phago, Exo, and Pino, since they all have direct 
implementations in cellular mechanisms. 

Fig. 4. Mate, Bud, Drip (shaded for emphasis)

Mate causes irreversible membrane mixing, as in Exo. In Bud, the fresh membrane 
ρ that surrounds the bud is a parameter of the co-action, similarly to the situation with 
Phago. Drip is similar to Pino, but towards the outside. 

The encodings of Mate, Bud, and Drip follow the single basic idea that 
Mito/Mate in Figure 1 can be encoded with a sequence of three Endo/Exo operations. 

Fig. 5. Mito/Mate by 3 Endo/Exo (basic technique)

Mate 

maten.σ @ Jn.Kn’.σ
mateI

n.τ @ J
I

n(K
I

n’.Kn”).K
I

n”.τ

maten.σ|σ0hPi m mateI
n.τ|τ0hQi }* σ|σ0|τ|τ0hPmQi

Q

Q

mateI
n.τ

τ0

maten.σ

MateMate QP σ0

τ0

σ τ

P σ0

Q BudBudτ0P σ0

budn.σ
P σ0

budn.σ
budI

n(ρ).τ τ

τ0

P Dripσ0

dripn(ρ).σ σ

σ0P

ρ

ρ

P σ0

σ
P σ0

σ

P Q P Q

P QP Q

P QP Q

P QP Q P QP Q

Endo
Exo
Endo
Exo

Endo
Exo

Endo
Exo

Endo
Exo
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maten.σ|σ0hPi m mateI
n.τ|τ0hQi  = 

Jn.Kn’.σ|σ0hPi m J
I

n(K
I

n’.Kn”).K
I

n”.τ|τ0hQi }Phago n

K
I

n”.τ|τ0hK
I

n’.Kn”hKn’.σ|σ0hPii m Qi }Exo n’

K
I

n”.τ|τ0hKn”|σ|σ0hkii P m Qi }Exo n”

σ|σ0|τ|τ0hP m Qi

Bud 

budn.σ @ Jn.σ
budI

n(ρ).τ @ G(JI
n(ρ).Kn’).K

I
n’.τ

budI
n(ρ).τ|τ0hbudn.σ|σ0hPi m Qi }* ρhσ|σ0hPii m τ|τ0hQi

budI
n(ρ).τ|τ0hbudn.σ|σ0hPi m Qi  =

G(JI
n(ρ).Kn’).K

I
n’.τ|τ0hJn.σ|σ0hPi m Qi }Pino

K
I

n’.τ|τ0hJ
I

n(ρ).Kn’hki m Jn.σ|σ0hPi m Qi }Phago n

K
I

n’.τ|τ0hKn’hρhσ|σ0hPiii m Qi }Exo n’

ρhσ|σ0hPi m τ|τ0hQi

Drip

dripn(ρ).σ @ G(G(ρ).Kn)).K
I

n.σ
dripn(ρ).σ|σ0hPi }* ρhi m σ|σ0hPi

dripn(ρ).σ|σ0hPi  =

G(G(ρ).Kn)).K
I

n.σ|σ0hPi }Pino

K
I

n.σ|σ0hG(ρ).Knhkii m Pi }Pino

K
I

n.σ|σ0hKnhρhkiii m Pi }Exo n

ρhi m σ|σ0hPi

3.3   Example: Viral Infection, Part 1 

Certain kinds of viral infection mechanisms represent an ideal example of bitonality 
in action. A virus is too big to just cross a cellular membrane. It can either punch its 
DNA or RNA through the membrane, essentially performing a Mate, or it can enter 
by utilizing standard cellular endocytosis pathways, as shown in Figure 6. 

The Semliki Forest virus consists of a capsid containing the viral RNA (the 
nucleocapsid). The nucleocapsid is surrounded by a membrane that is similar to the 
cellular membrane (in fact, it is obtained from it “on the way out”). This membrane is 
however enriched with a special protein that plays a crucial trick on the cellular 
machinery, as we shall see shortly. The virus is brought into the cell by phagocytosis,  
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thus wrapped by an additional membrane layer; this is part of a standard transport 
pathway into the cell. As part of that pathway, an endosome compartment merges 
with the wrapped-up virus. At this point, usually, the endosome causes some reaction 
to happen in the material brought into the cell. In this case, though, the virus uses its 
special membrane protein to trigger an exocytosis step that deposits the naked 
nucleocapsid into the cytosol. The careful separation of internal and external 
substances that the cell usually maintains has now been subverted. The nucleocapsid 
is in direct contact with the inner workings of the cell, and can begin doing damage. 
First, the nucleocapsid disassembles itself, depositing the viral RNA into the cytosol. 
This vRNA then follows three distinct paths. First it is replicated (either by cellular 
proteins, or by proteins that came with the capsid), to provide the vRNA for more 
copies of the virus. The vRNA is also translated into proteins, again by standard 
cellular machinery. Some proteins are synthesized in the cytosol, and form the 
building blocks of the capsid: these self-assemble and incorporate a copy of the 
vRNA to form a nucleocapsid. The virus envelope protein is instead synthesized in 
the Endoplasmic Reticulum, and through various steps (through the Golgi apparatus) 
ends up lining transport vesicles that merge with the cellular membrane, along another 
standard transport pathway. Finally, the newly assembled nucleocapsid makes contact 
with sections of the cellular membrane that are now lined with the viral envelope 
protein, and buds out to recreate the initial virus structure outside the cell. 

Fig. 6. Viral Infection and Reproduction ([1] p.279)
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The initial and final stages of the virus lifecycle can be coded up as follows. 

virus      @  J.Khnucapi

nucap      @ !bud|XhvRNAi

cell      @ membranehcytosoli

membrane    @ !JI(mate)|!KI

cytosol     @ endosome m Z 

endosome    @ !mateI|!KI
hi

viral-envelope   @ budI(J.K)

envelope-vesicle @  K.viral-envelopehi

In the first phase (infection, Figure 7), the nucleocapsid (i.e., the capsid with the 
viral RNA inside, abbreviated “nucap”) places itself in the cytosol: 

virus m cell }* membranehnucapmcytosoli

We next assume that, by interaction with the available cellular machinery in the 
cytosol, the nucap causes the production of some number of copies n and m of 
envelope-vesicles and nucaps, leaving some modified cytosol’. (In section 4.6 we 
detail the mechanisms involved, including the unspecified cytosol’, X, Z, Z’.) 

nucap m cytosol  }*   nucapn
m envelope-vesiclem

m cytosol’ 

In the final phase (reproduction, Figure 8), the virus reassembles itself outside 
the cell: 

membranehnucap m envelope-vesicle m Z’i }* membranehZ’i m virus 

Fig. 7. Viral Infection

J.Khnucapi m !JI(mate)|!KIh!mateI|!KIhimZi }Phago

!JI(mate)|!KIhmatehKhnucapiim!mateI|!KIhimZi }Mate

!JI(mate)|!KIh!mateI|!KIhKhnucapiimZi }Exo

!JI(mate)|!KIh!mateI|!KIhimnucapmZi

endosome

virus cell

membrane

endosome

endosome’

endosome

vesiclemembrane

membrane

membrane
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The level of abstraction in this code has been chosen to be as close as possible to 
the one in the picture. This is important, because we rarely understand the finest 
details of biological processes, and even if we did, we still would not want to model 
every molecule individually. The reality of virus infection is of course much more 
complex, and the modeling could be correspondingly refined. But one has to be able 
to choose an appropriate level of abstraction: Brane Calculi aim to provide such a 
level of abstraction for dynamic membrane transformations. 

Fig. 8. Viral Reproduction

4   Molecules 

We have not discussed free-floating molecules so far, to emphasize membrane 
interactions. Still, a primary function of membranes and of their embedded proteins is 
to shuttle molecules across, and it is important to include this ability in our models. In 
this section we discuss only small molecules, the ones that can easily cross or be 
transported across membranes. See sections 4.7 and  5.4 for a discussion of large
molecules. 

Membranes may let certain small molecules through by simple diffusion. Usually, 
however, they shuttle specific molecules through molecular channels that are 
implemented by sophisticated membrane-bound proteins (represented by our actions).
Membranes are also a favorite mooring point of catalysts that cause free-floating 
molecules to interact with each other without crossing the membrane (e.g. in 
processes as basic as protein synthesis). Moreover, free-floating molecules can act as 
communication tokens between different membranes. A simplifying assumption for 
now is that small molecules do not change, do not have internal structure, and do not 
interact among themselves. All interactions between small molecules are mediated by 
membranes. 

4.1   Definitions 

Membranes can bind molecules on either sides of their surface, and can release 
molecules on either sides of their surface. Usually, coordinated bindings and releases 
happen completely or not at all, as in the antiporter in Figure 10. Because of this, we 

!JI(mate)|!KIhK.budI(J.K)him!bud|XhvRNAimZ’i }Exo

!JI(mate)|!KI|budI(J.K)h!bud|XhvRNAimZ’i }Bud

!JI(mate)|!KIhZ’i m J.Khnucapi

nucap

infected cell

envelope-vesicle

virus

nucapenvelope

infected cell

membrane
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integrate in a single new action the ability to bind and release multiple molecules 
simultaneously. 

Molecules and Molecular Actions 

Systems P,Q  ::=  … ¦ m  systems extended with molecules mBM

 p,q ::= m1m…mmk  multisets of molecules 

Actions a,b ::= … ¦ p1(p2) q1(q2) bind&release of molecules 

B&R p1 m p1(p2) q1(q2).σ|σ0hp2mPi } q1 m σ|σ0hq2mPi

A set of molecules M is added to the syntax of systems. A bind&release action is 
added to the set of actions. This action (Figure 9) binds, in general, a multiset of 
molecules outside the membrane (p1) and a multiset of molecules inside the 
membrane (p2); if that is possible, it instantly releases a multiset of molecules outside 
the membrane (q1) and a multiset of molecules inside the membrane (q2). 
(Conservation of mass or energy is not enforced, and must be designed in.)  

Fig. 9. Bind and Release

Obvious special cases are the separate binding and release on a single side; we 
omit k(k): 

p1(k)   bind outside     q1(k) release outside 

k(p2)   bind inside     k(q2) release inside 

4.2   Example: Chemical Reactions 

A chemical reaction between molecules can be represented as a catalyst: an always 
empty membrane that enables a reaction via an appropriate bind-outside&release-
outside action. Therefore, an explicit catalyst has to be present for a certain reaction to 
happen. This may be a bit artificial for simple chemistry, but most biological reactions 
are actively controlled or enhanced by catalysts. 

p 56667 q   @    ! p(k)  q(k) hi  Chemical reaction 

p 6<<<9 q   @    p 56667 q m q 56667 p Reversible reaction 

For example, the reaction forming a peptide bond between two amino acids (with 
residues R1 and R2) can be written: 

B&RB&R
σ

p1(p2) q1(q2).β

p2 P σ

β

q2 Pp1 q1
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R1R2PeptideBonding   @     

  R1-COOH m H2N-R2 56667  R1-CO-HN-R2
m H2O

4.3   Example: Compartment Conditions 

We can use an appropriate bind-inside&release-inside action to model chemical 
reactions that are specific to a given compartment; we call these conditions of the 
compartment. For example, certain chemical reactions happen only at a certain 
acidity, which is a compartment-wide property. An appropriate condition on the 
membrane of a compartment can represent acidity, and the evolution of conditions 
and compartments can represent changes of acidity. For example, the merging of a 
vesicle carrying some reagents with an endosome having a certain acidity condition, 
can cause the reagents to react after the merge because they find themselves in a 
compartment with the right acidity condition. 

p5J7q   @    ! k(p) k(q) Condition causing p to change into q 

p6L9q   @    p5J7q m q5J7p Reversible condition 

p5J7q|σhPi   Compartment-wide condition affecting P  

p5J7q|σhpi } p5J7q|σhqi A condition-driven reaction 

4.4   Example: Molecular Pumps and Channels 

A plant vacuole is a specialized membrane that stores nutrients, e.g. salt. The 
breakdown of ATP on the external surface of the vacuole, via a proton pump, is used 
to charge the interior of the vacuole with protons (H+). In general, several other  
specialized pumps and channels can be powered by such a charge. In a plant vacuole, 
a passive (but selective) ion channel can let chlorine ions (Cl–) in, attracted by the  

Fig. 10. Molecular Channels

ATP
ADP

H+

H+H+

Cl–

Proton
Pump

Ion
Channel

Cl–

H+Na+ H+ Na+

Pi

H+

Proton 
Antiporter
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excess electric charge of H+. Transporting sodium ions (Na+) inside is more difficult, 
because those are naturally repelled by the excess charge of H+. A proton antiporter,
however, can swap an Na+ outside with an H+ inside. 

Each pump and channel is represented by a replicated bind&release action. These 
actions are then assembled as the membrane of an initially empty vacuole. 

Plant Vacuole 

ProtonPump   @  ! ATP(k) ADPmPi(H
+
mH+)

IonChannel   @  ! Cl–(H+) k(H+
mCl–)

ProtonAntiporter  @  ! Na+(H+) H+(Na+)
PlantVacuole   @  ProtonPump | IonChannel | ProtonAntiporter hi

This is of course a qualitative representation of the process. Attaching reaction 
rates to the actions, as in Stochastic π-calculus [12] should yield quantitative 
modeling. Accurately modeling this situation should be quite interesting, because the 
reaction rates depend on the concentrations on both sides of the membrane. 

4.5 Examples: Molecularly-Triggered Membrane Interactions 

Molecular interactions can trigger membrane interactions, simply by sequencing the 
two kinds of actions on a membrane. In the following example, membrane A 
produces a molecule that stimulates membrane B to eat A:  

Eat Me 

A   @ n(k). JhPi

B   @  n(k) . J
I(ρ)hQi

A m B  } JhPi m n m n(k) . J
I(ρ)hQi

    } JhPi m J
I(ρ)hQi

    } hρhhPii m Qi

Pinocytosis, in reality, may incorporate molecular nutrients into the cell. Our basic 
pinocytosis operation does not do that, but it can be used as follows to recognize and 
incorporate external nutrients. Here n is a nutrient molecule, and C is a cell that 
recognizes it, transports it, and stores it in an internal vesicle. 

Seek and Store 

seekn @  !n(k) . G( k(n).matestore)
store  @  !mateI

store

C   @  seeknhstorehii

n m C   }} seeknh k(n).matestorehi m storehii

         }  seeknhmatestorehni m storehii

         }  seeknhstorehnii
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4.6   Example: Viral Infection, Part 2 

We can now complete the central part of the virus reproduction cycle, as shown in 
Figure 11. 

In section 3.3, we still had to provide a mechanism for the following reaction: 

nucap m cytosol  }*   nucapn
m envelope-vesiclem

m cytosol’ 

This can be obtained by the following definitions. 

Fig. 11. Nucleocapsid Replication (detail of 0Figure 11)

Nucleocapsid structure 
nucap @ capsidhvRNAi

capsid @ !bud | disasm 
disasm @ disasm-trigger(vRNA) vRNA(k)

a) vRNA replication (Figure 11 middle-right)
vRNA-repl @ vRNA 56667 vRNA m vRNA

b) Capsomer translation and nucleocapsid assembly (Figure 11 top-right) 
capsomer-tran @ !vRNA(k) vRNA(k).drip(capsomers)hi

capsomers @ vRNA(k) k(vRNA).capsid

c) Envelope protein translation and transport (Figure 11 bottom-right) 
ER @ !vRNA(k) vRNA(k). drip(K.viral-envelope)hNucleusi

Cytosol contents
cytosol @ endosome m !disasm-trigger  

         m vRNA-repl m capsomer-tran m ER 

Drip

vRNA
Replication

Translation

Translation

Assembly

Nucleus
Endoplasmic
Reticulum

vRNA

Cytosol

Vesicle

Disassembly

Nucleocapsid



 Brane Calculi 271 

A nucap particle is defined as a capsid containing vRNA (we do not model any 
other content of the capsid, for simplicity). The capsid surface is capable of either 
budding from the cell (as in section 3.3), or of disassembling the nucap by pushing the 
vRNA outside the capsid in response to some trigger molecule found in the cytosol 
(we do not model the fate of the disassembled capsid). There are then three paths that 
the newly freed vRNA follows:  

(a) vRNA is replicated by the standard cellular machinery found in the cytosol:  

vRNA-repl m vRNA } vRNA-repl m vRNA m vRNA 

(b) The cellular machinery (modeled here by a fictitious empty membrane 
“capsomer-tran” with an active surface) translates vRNA into capsomer proteins that 
self-assemble (by dripping) into an entity that inserts vRNA from the cytosol into an 
empty capsid, hence producing a nucap: 

capsomer-tran m vRNA }* capsomer-tran m nucap 

(c) The E.R. translates vRNA into viral-envelope proteins that are collected (by 
dripping) into envelope-vesicles that are ready to merge (K) with the cellular 
membrane as shown in section 3.3: 

ER m vRNA }* ER m vRNA m envelope-vesicle 

Finally, the cytosol is defined as containing all the ingredients needed for this 
process. 

The whole reaction then works as follows. By the disassembly of the nucap, we 
first obtain (where !budhi is the capsid residue): 

nucap m cytosol }* cytosol m vRNA m !budhi

Then, the vRNA gets replicated (a), and the cytosol can interact to assemble 
nucaps (b) and produce envelope vesicles (c), obtaining any number of copies n,m,p 
of the respective components, and some residue: 

nucap m cytosol }* nucapn
m envelope-vesiclem

m cytosol m vRNAp
m !budhi

4.7   Protein Complexes 

The handling of protein complexes requires more sophistication in the structure of 
molecules. See for example the κ-calculus [5], for an expressive notation for 
molecular complexes that includes state parameters and binding constructs, and that 
can realistically model protein interaction networks. Our bind&release mechanism 
and the rewrites of κ-calculus should mutually generalize; we think this is a promising 
direction for combining complexation with membrane operations. Here we just 
describe a simple extension of our framework, by adding complex formation, m1:m2,
between simple molecules: 
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Molecular Complexes 

Systems   P,Q  ::=  … ¦ c  systems extended with complexes c 
Complexes  c,d ::= m  ¦ c:d   basic molecules mBM, or complexation 
     p,q ::= c1m…mck   multisets of complexes 
Actions   a,b ::= … ¦ p1(p2) q1(q2)    bind&release of complexes 
B&R   p1 m p1(p2) q1(q2).σ|σ0hp2mPi } q1 m σ|σ0hq2mPi

Then, we can use the bind&release operator to express, e.g. complexation on the 
inside surface of a membrane: 

k(m1mm2) k(m1:m2)

Protein synthesis in the E.R. has the following structure: membrane bound 
ribosomes take amino acids (bound to tRNA) from one side of the membrane, and 
produce complexes (polypeptides) on the other side of the membrane. Hence, 
decomplexation, membrane-crossing, and complexation are combined in a single 
process. A completely satisfactory description of this process, though, probably 
requires either restriction [5], to model the identity of the polypeptide being 
assembled, or some further notions of complexation with membrane-bound 
proteins. 

5   Extensions 

In this section we discuss possible extensions that fit well into the Brane Calculi 
framework. 

5.1  Communication 

Although much can be done with purely combinatorial operators, as in the Basic 
Brane Calculus considered so far, it is possible to add communication operations in 
the style of CCS or BioAmbients, assuming a substitution τ{p←m} of name m for 
name p in τ.

On-Membrane Communication (CCS style) 

Actions   a,b ::= … ¦ p2pn(m) ¦ p2pI
n(m)    

peer to peer : p2pn(m).σ | p2pI
n(p).τ | ρhPi } σ | τ{p←m} | ρhPi

Cross-Membrane Communication (BioAmbients style) 

Actions a,b ::= … ¦ s2sn(m) ¦ s2sI
n(m) ¦ p2cn(m) ¦ p2cI

n(m) ¦ c2pn(m) ¦ c2pI
n(m) 

to sibling: s2sn(m).σ|σ0hPi m s2sI
n(p).τ|τ0hQi } σ|σ0hPi m τ{p←m}|τ0hQi

to child: p2cn(m).σ|σ0hp2cI
n(p).τ|τ0hQi m Pi } σ|σ0hτ{p←m}|τ0hQi m Pi

to parent:  c2pI
n(p).τ|τ0hc2pn(m).σ|σ0hQi m Pi } τ{p←m}|τ0hσ|σ0hQi m Pi
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5.2   Choice 

A choice operation can be added to membranes: 

Choice

Branes  σ,τ ::= … ¦ σ+τ    

Its main impact is that all reaction rules must then consider more complex normal 
forms for membranes, of the form (a.σ+σ1)|σ0hPi instead of a.σ|σ0hPi. There may be 
ways to hide this complexity behind appropriate notation, particularly in absence of 
binding operators. 

A good use for choice is to express a shuffle operator a.b.σ+b.a.σ, which is natural 
when considering individual proteins triggered by two independent binding sites. On 
the other hand, common forms of choice can be embedded directly in the notation for 
molecules [5]. Choice at the system level, instead of the membrane level, does not 
seem very realistic. 

Exercise: define (without using choice) a pair of isolation actions isln, islIn, such that: 

islIn.σ|σ0hPi m isln.τ|τ0hQi }* σhki m τ|τ0h0hσ0hPii m Qi

that is, islIn.σ, when triggered by its co-action, isolates σhki as the only residual, and 
makes the rest of its membrane and its contents inaccessible. Then, use a pair of 
isolation actions in parallel to implement a limited form of choice. 

5.3   Atonal Transport 

Although we have emphasized bitonal operators, there are situations in which simple 
in-out transport operators, as in BioAmbients [14], may be preferable. One example is 
when representing a protein with multiple interaction domains as a (fictitious) 
membrane (see [14] for a detailed discussion). When a protein is represented that 
way, protein transport in/out of a (real) membrane takes the form of atonal operations
(ones that do not preserve bitonality). Atonal situations may also arise at higher levels 
of organization, as when a cell enters the bloodstream through a vessel wall.  

The following transport operations are similar to the ones in BioAmbients: 

Actions  a,b ::= … ¦ inn ¦ in
I

n ¦ outn ¦ outIn   

In   inn.σ|σ0hPi m inI
n.τ|τ0hQi } τ|τ0hσ|σ0hPi m Qi

Out   outIn.τ|τ0houtn.σ|σ0hPi m Qi } σ|σ0hPi m τ|τ0hQi

Alternatively, one can think of adding a single atonal primitive to Phago/Exo/Pino 

in order to encode In/Out. A simple solution is: 

wrap(σ).τ|τ0hPi } σhτ|τ0hPii

so that wrap + exo = out, and wrap + phago + exo = in. 
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It is conceivable that a simple type system may keep the bitonal and atonal parts 
of a system separate. It is also conceivable that empty membranes (representing 
molecules) may harmlessly assume a double tonality, violating bitonality only in a 
weak sense. This could be achieved by restricting In/Out to the empty membrane case: 

  SmallIn   inn.σ|σ0hki m inI
n.τ|τ0hPi } τ|τ0hσ|σ0hki m Pi

  SmallOut   outIn.τ|τ0houtn.σ|σ0hki m Pi } σ|σ0hki m τ|τ0hPi

Fig. 12 Atonal Reactions

This way, although k really changes tone in reactions, the systems is consistently 
bitonal both before and after reactions. Again, a minimal atonal extension could 
consist of: 

SmallWrap   wrap(σ).τ|τ0hki } σhτ|τ0hkii 

Exercise: show that it is possible to represent small molecules m as empty membranes 
molmhki, for an appropriate definition of molm, in such a way that an operation 
similar to bind&release of Section 4.1 is definable. Hints: choice is useful; limit the 
exercise to sequential bind&release of individual molecules, rather than atomic 
bind&release of multiple molecules. 

5.4   Free-Floating Proteins as Membranes 

Free-floating proteins are large molecules with complex dynamic behavior and 
multiple independent domains of interaction: they can interact with membranes and 
with each other, and can act as catalysts for smaller molecules. In section 4.7 we have 
discussed how to model protein complexes directly. It may also seem reasonable to 
model such large molecules as “small membranes”, that is, as membranes σhi with 
multiple surface actions but (normally) empty contents.  
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In this view, a free floating protein inside a membrane is just a membrane inside a 
larger membrane. This idea and the issues it raises are discussed in [14]. (A different 
proposal is to assume multi-domain molecules as primitive [4][5].)

One problem with representing molecules as membranes, in general, is that 
molecules can “squeeze through” membranes or through their channels, while 
membranes cannot. Situations where large molecules cross membranes are however, 
limited, and can sometimes be modeled by other mechanisms. One common case is 
when proteins and RNA cross the nuclear membrane through its pores. The nuclear 
membrane is a double membrane, so crossing it can be modeled bitonally by Phago 
and Exo through the lumen. (This is slightly artificial, but an accurate geometrical 
modeling of the nuclear double membrane and its toroidal pores would in any case 
require a 3D calculus.) 

The problem of complex formation and breaking ([14], Section 3.2) also has a 
bitonal solution. Assuming proteins are represented as empty membranes σhi, τhi

with all their domains on σ and τ, then complexation is simply merging of two such 
membranes, σ|τhi  (modulo some interaction). Breakup can be achieved by Pino, to 
recreate internally the protein fragments, ρhσ1himτ1hii followed by Bud to separate 
them, ρ1hσ2hiimρ2hτ2hii, and finally by two Exo, σhi m τhi.

Enzyme interactions ([14], Section 3.3) also have a bitonal solution for enzymes 
reacting with proteins (as opposed to small molecules). Two proteins σhi,τhi can 
bind to an enzyme ρhi by Phago, ρhρ1hσhiimρ2hτhiii, followed by Mate to bring 
them in contact, ρhρ3hσhimτhiii, followed by their interaction, e.g. again Mate, 
ρhρ3hσ|τhiii, followed by Exo to release the catalyzed product, σ|τhi m ρhi.
However, the production of enzymes has to be modeled as the production of 
membranes, not of molecules, and this might be awkward. 

5.5   Bitonal Brane Calculi 

While the operations of the Basic Brane Calculus are bitonal in nature (i.e. they 
preserve the nesting parity of subsystems, with the exception of molecules in 
bind&release), the calculus framework does not build-in bitonality. 

A proper Bitonal Brane Calculus would, instead, adopt a syntax of alternating 
colored brackets σ1hσ2fσ3hσ2f…gigi, with an assumption that the tone-dual of 
a reaction is also a reaction. (This could also be achieved by type distinction, 
instead of syntactic distinctions.) All the figures resulting from such a calculus 
could be consistently shaded in two alternating tones, and atonal operations like 
In, Out, or Wrap could not be directly supported because they would violate the 
alternation. 

Exercise: show that a bitonal calculus (with Phago+Exo+Pino and alternating 
brackets) can emulate the atonal calculus (with Phago+Exo+Pino+Wrap). Hint: 
double walling. 
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6   Encoding Brane Calculi 

Are Brane Calculi really novel, of can they be easily encoded in other calculi? The 
obvious comparison is with the closely related BioAmbients Calculus. Let us consider 
the simplest possible idea for a translation P† into BioAmbients, namely “in brane” 
actions (Figure 13). 

σhPi† @   [σ† | P†] 

Where the membrane σ is converted into a process inside a membrane […], at the 
same level as the translation of P. Consider now the induced translation of Exo: 

Exo K
I

n.τ|τ0hKn.σ|σ0hPimQi } P m σ|σ0|τ|τ0hQi

Exo† [KI.τ† | τ0† | [K.σ† | σ0† | P†] | Q†] } P† | [σ† | σ0† | τ† | τ0† | Q†] 

Where we would have to devise an appropriate definition for KI.τ† and K.σ† so 
that Exo† had the prescribed behavior. A problem, though, is already apparent. The 
Exo rule separates P from σ|σ0 on the r.h.s., and it can do so because the separation 
between σ|σ0 and P is built into the term Kn.σ|σ0hPi on the l.h.s.. In Exo†, though, 
the process K.σ† | σ0† | P† on the l.h.s. is a featureless composition; how does the rule 
“know” to split off P† precisely at that position? 

To avoid this loss of structure, it is necessary to put more structure in the 
translation:  

σhPi† @   [[σ†] | P†]  or: 
σhPi† @   [σ† | [P†]]  “Ball bearing” encoding 

This requires more complicated encodings of operations, which need to cross 
multiple level of brackets and therefore have atomicity problems. 

Fig 13. Exo Encodings

Our suspicion is that an encoding of Brane Calculi in Ambients-like calculi may 
be possible, but it is not easy and almost certainly not practically usable. 

ExoExoExoExo
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ExoExoP Q P Q

P Q QP

P Q P Q P Q
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7 Conclusions

How are “bio”-calculi different from other process calculi? Both in Brane Calculi and 
in BioAmbients, (and in BioSPI [13], before that), we have used standard concepts 
and techniques developed for calculi of concurrency and mobility. We believe that 
Brane Calculi are beginning to confront some of the pragmatic issues discovered with 
BioAmbients, by emulating more closely biological processes, in the same way that 
BioAmbients removed the need for some artificial encodings in BioSPI. 

The issue of choosing “realistic” primitives is a tricky one. At one extreme, only 
the precise mechanisms that have an existing biological implementation are realistic, 
and those usually have extremely sophisticated and still only partially understood 
molecular-level implementations. However, even without understanding the 
molecular details, it is possible to distinguish operations that work via dedicated 
molecular machinery from those that do not. At the other extreme, biological systems 
have general constraints and invariants that determine which operations are at least in 
principle realistic (and which are not). Membrane orientation is one such invariant: it 
is actively maintained by living cells by consistently orienting proteins on the 
membrane surface. Bitonality is another invariant, at least in some regimes of 
operation; it derives from certain transformations of oriented membranes that produce 
deeper nestings: the basic bitonal structure of a cell and its organs is due to such 
transformations that happened during evolution ([1] p. 556). These biological 
invariants suggest a different set of “potentially realistic” basic operations for 
concurrent calculi than ones that had been considered before.  

Another basic aspect of biological membranes is their nature as a two-dimensional 
fluid embedded in a three-dimensional fluid; this is in fact more fundamental than any 
orientability or bitonality considerations. This means that there are at least two 
commutative monoids involved, and not the single one usually seen in process calculi. 
The formalization of these two monoids adds complexity, but supports the notion of 
computation on the membrane, that is, of computation that is directly aware of 
conditions on both sides of the membrane. Trying to emulate this fluid-in-fluid 
structure by other encodings is awkward (see Section 6), although the issue has been 
valiantly confronted in BioAmbients.  
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